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Introduction

Rotating storage devices have traditionally occupied a niche to themselves by providing low cost storage of large amounts of data. Slow access times always characterize this area of storage. This is in contrast to the core and semiconductor memories which feature fast access but at high cost. With disk or drum memories, large amounts of data can be made readily available to the computer as "on line" storage.

History

During the past twenty years of disk drive development, the cost per stored bit has gone down considerably while the amount of stored information per machine has greatly increased. The earliest disk drives used 24 inch fixed disk arrays with hydraulic accessing mechanisms. These were usually for large size computers. Their physical size usually precluded their use with small office computers.

With the invention of the removable 14 inch disk and disk assemblies, a new market was opened up providing disk drives to the small computer user. These disk packs could be removed and stored at will. Programs were written to call for a certain pack or packs to be installed to complete the job at hand. The concept of a resident computer program further increased the use of disk files. The capacity of disk files increased with each new technology step. In order to permit these technology steps, improvements needed to be made to the disk surface finish, the magnetic coating materials, the air bearing or air lubricated head construction, the read/write head positioning mechanism and associated electronics, including the logic family, used to control each machine function and many
other areas. Each new improvement required finer tolerancing of most parts associated with the disk drive mechanisms. Higher storage densities are usually achieved by increasing the radial track density and the circumferential bit density. Increasing the track density has been a problem largely controlled by the tolerance build up of the mechanical parts associated with the disk drive spindle bearing system and the access mechanism. With the invention and successful implementation of a track following servo system, further increases in track density were possible until the tolerance build up associated with pack interchange forced the designers back to the concept of fixed disk storage again. By now, the amount of storage per disk drive and the present requirement to have all data on line to the computer at all times has reduced the need for pack interchange thus making possible still further increases in track density. Track densities have been increased from about 20 tracks per centimeter to a present value of 189 tracks per centimeter. Developments presently underway in track following techniques involve the individual addressed head with staggered servo data and read-write data. This may eliminate these last barriers and permit removable packs on very high density machines.

Circumferential bit density increases usually require reductions in magnetic head to disk surface spacings. These changes have not come easily as the finish or flatness of the disk surface must be improved with each decrease. The magnetic oxide coating materials must change along with the size and shape of each magnetic oxide
particle. On early disk drives the air bearing formed between the magnetic head and the disk surface was controlled by forcing compressed air between the two surfaces. An inventive application of air lubrication principles provided the present self lubricated head air bearing. Typical spacings started out at around 12 microns. Today the head to disk spacing is around a half micron. The gap between the magnetic pole pieces of the head have also been reduced to permit closer bit spacing. Values presently used are around 1 micron. The materials used to make the head pole pieces have changed from permalloy to ferrites because of the increased frequencies involved in record and read back functions. Requirements for increased logic speed have brought their own family of improvements. These range from the vacuum tube or valve, through transistors to the present specialized integrated circuits. Typical data speeds have gone from 1 bit per 100 microseconds to a present 1 bit in one tenth of a microsecond. Storage capacities have changed from one million bytes per machine to over 300 million. These rapid improvements and increases in capacity will continue for at least another decade. There are designs on the drawing boards of several manufacturers that will permit a four to eight fold increase in capacity within the next two years with no real end in sight. For each limiting factor new technologies have been invented. For example, as track densities increase, the width of a track decreases. The head materials presently used have a grain size equal to the track width of the next generation disk drives. Already many firms are working on thin film heads. These heads are made by depositing thin films of magnetic metals or alloys to
dimensions far smaller than the grain size of the best ferrites. The disk coating materials, which presently consist of tiny particles of ferric oxide bonded in an epoxy resin layer of about one micron thickness, will be replaced with thin films vacuum deposited on the disk at thicknesses approaching 50 thousands of a micron or $5 \times 10^{-8}$ meters.

Tremendous improvements have been made in the codes used to transmit the data. Error detection and error correction codes permit accurate data even with disk defects encompassing more than a whole byte of data in a record. Concepts have now been developed which permit a disk surface defect to be skipped during the write process. Further improvements in addressing will permit many such defects to be transparent to the user.

The extension of disk drives as low cost, high density storage devices is expected to continue for many years to come. Magnetic recording requires low energy per bit to write and takes a short time to write. There is a lower limit to the time needed to write a bit. It is controlled by the domain switching time of the disk coating material. For ferric oxide films this is about 50 nano-seconds or about half the present bit spacing time. Transmission speed is therefore limited to 20 million bits per second. The actual density of the recording for both track density and circumferential density is limited only by the magnetic domain size. This limit will not be reached for many years.

Competing technologies are electron beam, holographic, semiconductor RAM, charge coupled devices, and bubble memories. Of these, holographic and thermal electron beam memories are slow writers. Certain dyes permit write, read and rewrite capability.
for holographic memories but most are read only devices. The same limitation to read only after an initial write is true of thermal electron beam memories. Their usefulness is limited to large library storage such as legal cases or court histories where the data does not need to change over many years. Bubble memories, charge coupled devices, semiconductor-electron beam and semiconductor MOS and bipolar RAM will compete and replace core memories or fixed head per track machines within the next few years but they cannot replace the large capacity disk drive without a more than tenfold decrease in cost and a more than doubling of the world's semiconductor capacity. Such is not likely within ten years.

I suppose this is the hardest part to summarize. Since there is easily an eight to tenfold increase in capacity presently available within the current technology, one might suppose further technological changes might produce another decade increase in capacity. The amount of data available in a single disk drive could well become 30 thousand million bytes by 1990. Thru put is limited to 20 million bits per second or 2.5 million bytes per second because of the magnetic domain switching time limitation. This may well equal the best channel acceptance times of the next generation of computers. Byte size may be increased which will reduce the cycle time per byte. Interleaved by byte records can double circumferential density without increasing channel speeds. Staging devices may be employed to buffer the disk data and the channel.

Presently a storage control unit is required for a group of drives.
This storage control unit has its own microprocessor constructed of discrete logic blocks. It is controlled by a resident microprogram that performs all the housekeeping functions for a large number of drives. Future drives may each have their own microprocessor. Each drive may then be tailored to a specific storage function by means of its own microprogram. Many tasks presently performed by the controller or even the main computer can now be delegated to an integrated drive. Processing of data for storage is an easy task for such a drive. Processing the data prior to transmittal to the main computer is an easy step, particularly if we have individualized disk drives that are tailored by a particular microprogram. Combinations of disk drive and mass tape systems are currently available. Their future usage may well place a company or government in real time control of its resources or records.

Conclusions

Disk drives offer large, non volatile data storage that is accessible in milliseconds. It has an advantage of not requiring periodic replacement such as tapes. Destruction of data due to catastrophic malfunctions such as head crashes have been minimized by the use of low mass, light load magnetic heads in sealed environments.

Data storage and retrieval has made possible the present growth in computer technology. As the storage capacity of a computer installation is increased so is its capacity to handle complex programs. Presently there are a few programs developed or being developed that require very large data bases. These are mainly in the field of simulation, modeling, and pattern analysis. As these fields progress in their complexity and capability larger
data storage devices will be required. The technology presently available can provide storage capacities that challenge our ability to manage them. Considerable work is needed in data management and programming to provide the type of environment needed to handle large data base systems for tomorrow's research and development. As our data base expands, so do the risks to the freedom of individuals caught up in such a network of data storage. Responsible governments will, therefore, need to guard against such encroachments.
High Density Disk Drive Technology

The development of the digital computer has required a parallel development of storage devices. Of the many available technologies for data storage, magnetic disk drives lend themselves to the best solution by providing low cost, easily accessible, non volatile storage. The history of their development extends over 20 years first with the drum memories and then disk memories. During this period storage capacities have increased over a hundredfold while costs have tumbled making today's cost per bit the lowest in history. The paper presents some of the history of the development of the disk drive by outlining the major improvements in technology that have taken place. A comparison is provided that compares the various other technologies used for data storage and lists some of their advantages and disadvantages.

The trend towards larger data based systems and the storage devices needed to handle the storage requirements of the future is discussed. Some concepts of future usage couple the now popular micro processor with the disk drive which can provide a compact intelligent storage device. This power is only hinted at in the drive and controller combination which is presently in use. The controller portion can be expanded to process much of the data before it is passed on to the computer instead of just doing housekeeping and sequencing.
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THE HEAD STRUCTURE

The magnetic head is a modified torroid of magnetically permeable material. It is provided with an air gap and a suitably dimensioned window around which a coil is wound. The shape may vary with intended use but every attempt is made to keep the structure magnetically efficient.

The terminology is illustrated in Fig. 1.1. The core has some thickness and width. The width defines the track width recorded on some media. The throat height is the thickness of the core at the air gap, and the length of the gap is referred to as the gap length.

The coil is usually referred to by the number of turns and whether it is centertapped or not.

The ring structure is the one most used in the literature, particularly in writing the equations describing its action or interaction. No attempt will be made here to go into this aspect, but it is well described in the literature, Hoagland and Karlquist being the earliest authors.

For our purposes we will be satisfied by looking at the field lines and their behavior, as affected by the various mechanical dimensions. The magnetic fields produced by current in the windings is mostly developed across the higher reluctance of the air gap. The field lines leave the higher permeability core surface normal to that surface and seek the opposite side, terminating normal to that surface.
Fig 1.1  Ring Head

Fig 1.2  Fields
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The field intensity is greatest within the gap and diminishes with increasing distance following the inverse square law. As can be seen in Fig. 1.2, the field expands out from the gap. It is this portion of the field that is used for writing, the remainder is wasted. Obviously, the closer to the gap the media is kept, the more efficient the Write process. This separation then becomes a fundamental parameter in the recording and reproduction process.

In hard disc drives it is referred to as flying height and in tape drives as separation. In tape applications where the tape is expected to be kept in contact, any separation of the head and media is detrimental. In disc drives it is deliberate and is part of the design. This is necessary in order to minimize head-media wear expected at the higher velocities used.

Other structures that have been used to date include those shown in Fig. 1.3. The windings may be either around the core itself or around the back bar. This structure has been implemented in ferrite in the IBM 2314, and 3330 machines. There are two back gaps that are shorter and larger in area than the main gap. Here the reluctance is minimized to increase efficiency. The CI structure was used in all the earlier disc machines from the IBM Ramac 350 to the 2311. The pole pieces were made of laminated Permalloy in order to reduce both core and hysteresis losses. Notice the poor back gap contact in Fig. 1.4. This was due to the slight angle necessary to produce the front gap using lapped parts. This head structure was later abandoned due to the poor frequency response of the thick laminations of the Permalloy. Ferrite afforded improved permeability at higher frequencies.
FIG 1.3  FERRITE STRUCTURE
JISM 2314, 3330

FIG 1.4  CI STRUCTURE
and was therefore used extensively for the next twenty years until grain size became comparable to trackwidths.

IBM announced the Winchester head in its 3340 product in 1974. Its structure permitted lower flying heights with less mass and therefore a lower loading force with less energy content on contact. Its structure is shown in Fig. 1.5. A small C structure is bonded to the face to provide the gap and the coil winding window. The two outside rails, A, B, constitute the air bearing surface, replacing the large ceramic or barium titanate sliders used in the earlier high mass heads. The center rail carries the head C core and is machined to the width of the track. There are variations of this slider form using only two rails that carry two head C cores or two thin film heads. Sometimes this structure has a machined cavity that produces a low pressure area. This low pressure area is balanced against the high pressure area under the rails to make a self loading slider that does not require an external load force. The earliest heads required an air supply to establish the air bearing required to maintain head-disc separation. The development of a self lubricated slider removed the requirement for a pressurized air supply. These heads were loaded onto a spinning disc through a cam arrangement with a load of 350 grams. The heads required removal before the disc was stopped. With the introduction of the Winchester head, the head load and mass were low enough to permit contact start and stop, thus permitting a sealed environment. A comparison of the two types of air bearing is shown in Fig. 1.6. The dimensions are exaggerated in order to show the principle.
FIG 1.5 WINCHESTER HEAD (UPSIDE DOWN)

FIG 1.6 A

FIG 1.6 B
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The next head type used is the thin film head, so named because it is manufactured using thin film techniques. Here the various parts of a head are deposited as films of magnetically permeable materials such as Permalloy, conductors such as copper or aluminum, and various insulators. The precision of photomasking techniques permit precise trackwidth control to dimensions down to the sub micron level. The structure of the thin film head is shown in Fig. 1.7 A and B. The actual shape of the various etched deposits varies with design.

The return to a Permalloy core structure is permitted because the core losses are greatly reduced. The very thin films permissible by the technique reduce these losses significantly.

In tape drives the core material remained Permalloy for a long time. This was due to the relatively low tape velocity compared to discs. Recently they have moved to ferrite to improve frequency response and head wear. Their structure is not unlike that previously given, except that multiple heads are sandwiched together to provide the required number of parallel tracks simultaneously used. The tape is held in contact by the use of pressure pads and guides. Some heads have two cores per track: One specifically for writing which has a wide trackwidth and a wide gap length; The second head follows the the Write head in tape direction and is constructed with a narrower trackwidth and a narrower gap length. This is done to reduce off track positioning errors and to improve the Read frequency response.

Disc heads must, of necessity, be a compromise in gap length, as they are used for both reading and writing. Fig. 1.9 shows why only one head is used.
Fig 1.7A  Thin Film Head

Fig 1.7B

Fig 1.8  Tape Head Multi Track
Fig 1.9 A Disk Head

Exaggerated dimensions showing errors in head position as a function of radius and transition angle between read-write.
Magnetic tapes have long been manufactured using a backing material usually of plastic, but earlier tapes used paper. Today Mylar is extensively used, as it stretches or deforms less. The magnetic material is gamma ferric oxide imbedded in a binder and coated onto the surface of the backing uniformly. Calendaring, a Memorex invention, was later used to reduce the surface roughness and hence head wear.

Discs are made from an aluminum alloy blank stamped from sheet stock of high purity. The blank is then polished such that its flatness is controlled within microinches. A mirror finish to within a light band is the result. This disc is coated with a slurry of gamma ferric oxide and a suitable binder.

Down through the years this coating has become thinner and thinner, going from about 1 mil to 35 μm in twenty years. Changes in formulation have occurred to improve coating hardness, uniformity, coercivity, particle size, particle dispersion, and adhesion.

Gamma ferric oxide has been used extensively due to its fairly square hysteresis curve. This curve relates the B and H fields as functions of the intensity (see Fig. 2.1). It is noted that the permeability of the oxide changes both from field intensity and from past history. What makes the particle so useful is the ease of saturation and the retained B field, Br. This is the characteristic that permits recording. In saturation recording the coating is saturated first in one direction and then in the other as a
FIG 2.1 TYPICAL MEDIA B-H LOOP

FIG 2.2 TAPE-DISC MAGNETIZATION FIELDS
DISC/TAPE STRUCTURE

function of the data to be recorded. The spacing between flux reversals determines linear data density. The linear distance is divided into cells to which is assigned a bit of known value, thus on play-back (read) each bit is reproduced in its correct cell and the data is recovered. A typical disc or tape magnetization pattern is illustrated in Fig. 2.2. The cross section is taken longitudinally along the track. The location of the N₁-N juxtaposition or S₁-S juxtaposition is referred to as a transition, the center line being the exact location of the transition. Since this is the moment at which a moving head sees a maximum time rate of change in flux, a voltage is developed in the coils surrounding the core as the core gathers the flux, due to its higher permeability than the surrounding air. This simplistic explanation will suffice for here. More precise development of the theory is given in the literature.

The surface of discs is polished to the desired flatness in order to minimize the head-disc spacing variations. Any variation in flatness is seen by the head as an up and down motion as the disc rotates, which excites the mass-spring mechanics of the head, causing further head-disc separation and possible contact on the negative excursion. Contact has been a problem with the high load, high mass head, as the disc is damaged extensively due to the energy of contact. Particles are removed which further contaminates the air stream under the head, which causes further disturbances and further contact. The final effect is called a crash. Crashes have essentially been eliminated with the Winchester style slider. Some disc manufacturers deliberately add alumina particles to the coating slurry in order to force a contacting head.
FIG. 2.3 FIELD INTENSITY AND DEPTH
DISC/TAPE STRUCTURE

to rebound from the hard particle. A problem with the alumina is that it is non-magnetic and therefore represents a magnetic discontinuity which is read by the head as a noise voltage. Size control is required in order to keep the top of the particle below the expected position of the head. Contact of the Winchester head is deliberate during start-stop operations. The disc coating is given a thin coating of a fluorocarbon in order to improve its wearability without causing stiction.

The coating thickness influences the spacing between transitions. Hence as the data density has increased, so the coating thickness has reduced. This effect is easily seen when one considers that the field required for saturation must emanate from the head gap which reduces as the inverse square of the distance from the gap. The further the field must penetrate, the larger the initial field; therefore the wider the field lines. If point D on Fig. 2.3 is 300 Oe or saturation value, then the particle at A is not saturated. But if A is 300 Oe, then D is much higher and its influence extends to E and F, thus widening the field or reducing the obtainable density. The height of the head is above the media and has the same effect of reducing the potential transition density.
RECORDING ELECTRONICS

HEAD CIRCUIT

In order to write a transition, current must be passed through the coils of the head windings first in one direction and then in the other in time with the imaginary cells assigned to each bit recorded on the moving disc or tape. To see the effects of such current reversal, we need to develop an equivalent circuit for the head. We expect it to include resistance due to the conductivity of the wire used. It must have inductance due to the turns and the core structure materials. We would also expect interwinding and wiring capacitance. See Fig. 3.1. This then becomes a simple RLC circuit, as illustrated in Fig. 3.2A. The equations for a step current in Laplace form concern the voltage developed across the head windings as well as the current through the head windings.

\[ V(s) = \frac{I(s)}{S} Z_h(s) \quad (3·1) \]

\[ = \frac{I(s)}{S} \left( \frac{1}{CS} (LS+R) \right) \quad (3·2) \]

\[ = \frac{I(s)}{S} \left( \frac{S + \frac{R}{L}}{SC(S^2 + \frac{R}{L}S + \frac{1}{LC})} \right) \quad (3·3) \]

This can be rewritten as (3·4) which is the standard form:

\[ I(s) \left( \frac{S + 2\zeta W_n}{SC(S^2 + 2\zeta W_nS + W_n^2)} \right) \quad (3·4) \]

4.1
FIG 3.1

FIG 3.2A

FIG 3.2B

FIG 3.2C
HEAD CIRCUIT

The current through the head winding which produces the flux is simply the voltage divided by the R and L of the head. This is not exactly true, since the interwinding capacitance plays a role in the true current, but it is sufficiently accurate for our purposes.

\[
I(s)_{\text{Head}} = \frac{V(s)}{R+LS} = \frac{I(s)}{S} \left( \frac{1}{\frac{1}{CS} (LS+R)} \right) \left( \frac{1}{\frac{1}{CS} + LS + R} \right)(LS+R) \]

\[
= \frac{I(s)}{S} \left( \frac{1}{\frac{1}{CS} + LS + R} \right) \]

\[
= \frac{I(s)}{S} \left( \frac{1}{\frac{1}{LC} + \frac{R}{L} S + \frac{1}{LC}} \right) \]

which, when written in the standard form, becomes Eq.(3.8):

\[
\frac{I(s)}{S} \left( \frac{\frac{W_n^2}{S^2 + 2\zeta W_n S + W_n^2}}{S^2 + 2\zeta W_n S + W_n^2} \right) \]

As we examine these equations we see the terms \(2\zeta W_n\) and \(W_n^2\) are identical for both the voltage and the current. The R value is small, being typically only a few ohms for low winding heads. The damping factor, \(\zeta\), calculated from the algebraic equation

\[
\frac{R}{L} = 2\zeta W_n \quad \text{or} \quad \zeta = \frac{R}{2LW_n} \]

would be small, indicating that both the voltage and current will be exponentially damped sinusoid instead of a modified square wave, as we would wish. In order to do this, we must add a resistance either in series or in parallel.
HEAD CIRCUIT

The equation becomes (from Fig. 3.2B):

\[
V = \frac{I_s}{S}Z(s) = \frac{I(s)}{S} = \left[ \begin{array}{c}
\frac{1}{R(s)} \\
\frac{1}{R + CS} \\
\frac{1}{R + \frac{1}{CS} + LS}
\end{array} \right]
\]

which reduces to Equation 3.11:

\[
V(s) = \frac{I(s)}{C(S^2 + \frac{S}{RC} + \frac{1}{LC})}
\]

when written in the standard form it becomes Equation 3.12:

\[
V(s) = \frac{I(s)}{C(S^2 + 2\zeta W_n S + W_n^2)}
\]

Similarly we develop the current equations as before:

\[
I(s) = \frac{V(s)}{LS} = \frac{I(s)}{LCS(S^2 + 2\zeta W_n S + W_n^2)}
\]

\[
= \frac{I(s) W_n}{S(S^2 + 2\zeta W_n S + W_n^2)}
\]

We need both equations 3.12 and 3.14 as they describe the voltage swing across the head during a write and the current waveform. With R properly chosen to make \(\zeta = 1.0\) for no overshoot we obtain the case of no ringing in either voltage or current. Practice shows that a \(\zeta\) of .95 is best as it improves...
HEAD CIRCUIT

the rise time with minimum ringing. The actual overshoot is about 3-5% which is acceptable. When the current is measured using a current probe, the ideal waveform is not seen. To see why, we must relook at the equivalent circuit. Fig. 3.2C

We see a capacitor and a resistor on both sides of the current probe. The equation can be modified and does reflect the true waveform.

\[
I_{\text{probe}}(s) = \frac{I_s}{S}\left(\frac{R_p^2}{R_1^2}\right)\left(\frac{S^2 + 2\zeta_w W_{np} S + W_{np}^2}{S^2 + 2\zeta_1 W_{n1} S + W_{n1}^2}\right)\left(\frac{W_{n1}}{W_{np}^2}\right)
\]

Where \( R_p, W_{np}, \) and \( \zeta_p \) are the parallel equivalents and the terms with the subscript 1 are those on the head side of the probe.

For reading the damping must be adjusted for a \( \zeta = 0.7 \). The reason for this is that for current we are talking about a time domain response and for reading we are talking about frequency domain response. See Figures 3.3 and 3.4.

Refering to the current's time domain response and the hysterisis curves for the media as shown in Figures 3.6 and 3.5 respectively, we can see the magnetic effect of ringing of the write current. The overshoot \( A \), causes the media to be pushed further into saturation while the undershoot \( B \), brings the media back out of saturation. This is undesirable.

Since the write current cannot change instantaneously, there is a period of time during which the media sees less than a saturating field. If the rise time of the write current is short compared to the time a media particle travels from one edge of the head gap to the other, then that particle is assured of leaving the influence of the gap saturated in the new direction. From this we can see that the trailing edge of the head gap exerts the final influence on the media.

4.4
**Fig 3.6**

HEAD CURRENT WAVEFORM

**Fig 3.5**

MEDIA HYSTERESIS CURVE
HEAD CIRCUIT

Figure 3.7 shows the positional relationship of a particle of oxide as it travels within the gap and the field strength it sees at each position. Clearly current curve 1 takes the particle from -M to +M within the distance of the gap travel; whereas, with current curve 2 the particle is well outside the gap before +M level is reached at the trailing edge. This indicates that the particle will not be saturated and will therefore retain old information. The saturation is not quite this bad as the write current is usually greater than required for saturation. Similarly a particle at the gap center at the start of the transaction remains saturated at -M as the field when crossing the trailing edge is nearly zero.

Magnetically the head circuit can be described by a reluctance diagram. (Fig. 3.8). In the construction of the head these reluctances must be considered. The core leg and back gap reluctances total must be small compared to the front or working gap.

When writing the front gap should be wide in order to assure complete saturation during current rise time. Its reluctance will therefore be greatest as desired. However, in its construction the core area is considerably reduced at the throat in order to maximize the external field as shown in cross section in Fig. 3.9. The reluctance which is a function of cross section will be increased, hence the field strength in the area is increased thereby creating the possibility of pole tip saturation. Pole tip saturation effectively widens the gap as that portion saturated has a µ of 1 like air.
FIG 3.9  CORE AREA REDUCTION AT GAP

FIG 3.8  Resistance Circuit
HEAD CIRCUIT

In summary, the field strength seen by the media depends on the current value, the ratio of reluctances, the flying height or spacing, and the coating thickness. The design of the head must therefore accommodate all these when attempting to maximise the lineal transition density. Also the head inductance increases with the square of the turns, whereas the output voltage only increases as a direct function of turns. Trying to compromise output and rise time becomes difficult because of the inductance.
In inductive heads which are the only ones considered so far, the read-back performance of the head is directly related to the velocity of the recorded transition, the number of turns on the core, and the efficiency of the flux gathering paths. The instantaneous read-back voltage is then proportional to $KN \frac{d\Phi}{dt}$. The flux resulting from a transition is complex having field lines changing in slope from some positive value to some negative value or visa versa over some distance. The work of Karlquist and Hoagland's studies have provided the basis for these interactions with considerable work done by others following. It is not the purpose here to detail the derivations, but we will use their results.

**KARLQUIST**

$$H_x(x, y) = \frac{1}{\pi g} \left[ \tan^{-1} \left( \frac{g/2 + x}{y} \right) + \tan^{-1} \left( \frac{g/2 - x}{y} \right) \right]$$

$$H_y(x, y) = 2 \pi g \ln \left( \frac{(g/2 + x)^2 + y^2}{(g/2 - x)^2 + y^2} \right)$$

These two equations show that there is both a horizontal $x$ component as well as a $y$ component of flux. Where $g$ is the gap length, $x$ and $y$ are the component vectors.

Most authors have neglected the $y$ component for simplification by assuming a thin media; however, there are features of the read-back pulse that can only be predicted by using the $y$ component.
The idealized thin media pulse is given by:
\[ e(\bar{x}) = K \int M_1 H(x) \, dx = (M_1 H(x)) \bar{x} \]
where \(*\) is the convolution.

There are several other derivations that should be looked at besides the arctangent equations. Others have used the Gaussian, Lorentzian and modified Lorentzian versions. We will use the results of their work here, but will not go into the magnetics nor derive the equations. Our purposes will be filled as we understand the effect of the various parameters of the head on the read back and writing process.

As expected the center of the transition is the point of the maximum time rate of change of the recorded flux; therefore, the read back voltage will be a maximum trailing off on either side. We will use the Gaussian or bell shaped curve for understanding as shown in Figure 4.1. We refer to this pulse as an isolated pulse. Hoagland and others have shown that linear superposition holds for this pulse. Therefore as we record positive and negative transitions alternately on the disc the resulting waveform will be a train of positive and negative pulses of the general shape shown in Figure 4.1. As these pulses are crowded together we can use superposition in order to predict the resulting waveform or interaction.

In Figure 4.2A the peaks of the two pulses do not interface, but there is interference between them. The resultant waveform remains nearly the same in peak-to-peak amplitude, but does not return to the base line between them. In Figure 4.2B the spacing is closer. Here the pulses interact strongly, influencing both amplitude and peak position. Note the reduction in amplitude of the resultant peaks and also the shift in position of the peaks compared to the original. Since a train of data is time dependent as to its value in a data stream, this shift becomes significant. We refer to the shift as bit shift or peak shift.
Linear superposition or pulse interaction in both pulse amplitude and pulse position.
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and it results strictly from pulse interaction.

If we were to test the peak amplitude of the read back waveform as a function of transition spacing or transition density, then we get what is called a transition or bit density curve. This is shown in Figure 4.3.

Each head and disc combination has its own curve depending on their many parameters. Bit shift or transition shift can also be similarly plotted on the same graph coordinates. The extension of the amplitude curve relates to the wavelength of the transition spacing and the gap length. If the gap field includes two transitions the net flux is zero, hence a maximum at B in Figure 4.3. The head disc parameters are gap length, throat height, flying height or spacing, media coating thickness, media coercitivity and remenance, and head core reluctance. Amplitude is affected by throat height, head spacing, coating thickness and remenance particularly in the flat or non-interacting portion of the curve. The point at which the roll off occurs is affected by gap length, flying height, coating thickness and media coercitivity.

From the above it can be seen that some parameters affect both amplitude and roll off. Generally speaking, if we want to increase transition density we need to fly closer, use thinner media of higher coercive force and use a narrow gap head. All this shows up in the equations for Pw50 or the \( \frac{1}{2} \) voltage pulse width of the isolated pulse as shown back in Figure 4.1.

There is an equation that has been derived to express the Pw50 in terms of distance.
FIG 4.3  TRANSITION DENSITY CURVE

FIG 4.4  HEAD X AND Y COMPONENTS
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Pulse width

\[ \text{PW}_{50} = \sqrt{g^2 + 4 (d + a + \delta)(d + a)} \]  

(4.3)

Where:
- \( g \) = gap length
- \( d \) = head media separation
- \( \delta \) = media thickness
- \( a \) = transition length

The transition length has been expressed as 'a' for NiZn ferrite heads.

\[ a = \frac{\delta}{2} \left( \frac{Br}{Hc \cdot Kd} - 1 \right) \]  

(4.4)

No mention is made of the field spreading effects of finite rise time nor of the core reluctance and permeability. \( Kd \) is an empirical number equal to 0.75 for particulate media and about 0.9 for thin metal films. The equation does not hold too well for MnZn ferrite heads. A possible explanation is that NiZn heads usually have a magnetic dead layer therefore flying height is incorrect as is possibly the gap length. If it were perfectly annealed, the equation for 'a' might be in error due to \( Kd \) not counting the effect of finite rise time.

If we observed an isolated pulse on an oscilloscope, we would see a slight asymmetry and a trailing undershoot. Going back to the earlier Karlquist equation, we can see that there is predicted a y component. It is this y component that causes the asymmetry as illustrated in Figure 4.4.

This distortion must be considered when predicting bit shift and amplitude using superposition. It is presently done by entering points on the curve into a computer and having the computer do the work to generate the transition density curve. A general density curve can be drawn relating amplitude to Transition Spacing/PW50.
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SATURATION CURVE

If the amplitude of the read back signal were plotted as a function of the write current amplitude or given transition density, we get a new curve called a saturation curve. As the value of current is increased, we would expect the read back amplitude to increase as it would in a linear system. However, as we approach saturation in the media the amplitude levels off and remains steady for increasing amplitude. If the media is thick, the saturation curve rolls off instead of remaining flat with increasing current.

To understand why this is so, consider Hoagland's terminology of near field and far field. The near field is defined as the field within one gap length from the gap center as shown as point A in Figure 4.5. Point B is in what is called the far field.

It can be shown that for a head disc interface where the combination of flying height and coating thickness is equal to or less than the gap length the saturation curve remains essentially flat for increasing current provided the pole tip is not saturated. If the furthest particle of the media is further away from the gap than one gap length then the total effect is to broaden the transition width which reduces the amplitude the same as if the PW50 were increased which is exactly what happens. This was explained in Figure 2.3. The resultant saturation curve looks like that of Figure 4.6.

As expected from the transition density curve earlier discussed, the amplitude for higher transition densities is reduced by superposition. A saturation curve may be drawn for each density; therefore a typical saturation curve is a multiple curve showing at least the minimum and maximum density curves for the prepared recording system. Note that as in Figure 4.7
FIG 4.5  NEAR FIELD AND FAR FIELD

FIG 4.6  SINGLE DENSITY SATURATION CURVE

FIG 4.7  MULTIPLE DENSITY SATURATION CURVE
the current of saturation for each density is different indicating that saturation is also a function of transition density. The usual transition density curve can be taken at a single current value or it can be plotted using the minimum saturation current level for each transition density. To optimize a system it is profitable to choose the current value that best overwrites old information. It should also be noted that if the recording involves the far field, the slope of roll off increases with increasing density. This is shown in Figure 4.8. This roll off can be expected from the field spreading effect of the particle in the far field vs. the recorded wavelength. The correct write current must always be chosen to the right of the maximum for the lowest density to be recorded.

Since we noted that the so called saturation peaks occur at lower write current values for increasing transition density, we might expect the ability of writing higher transitions to erase a lower transition signal previously recorded to be diminished. Such is the case and results in a new curve called the write over curve. It is usually drawn on the same graph as the saturation curve, Figure 4.9. The curve data is taken by first writing the lower density signal and measuring its amplitude. This amplitude is called 0.db and becomes the reference. The higher density is then written over the lower density using the same value of write current. The residual low density signal amplitude is measured. This is done by using a high Q filter turned to the low density frequency in both cases. The high density signal is thus eliminated from the measurement. The ratio is taken as a -db level and is plotted on the graph. The resulting curve then indicates the degree of erasure and the quality of the recorded signal. As could be expected, any degradation of a signal affects the ability to read a transition and then assign it to its correct time slot.
**Fig 4.8 Multiple Density with Far Field Effects**
Solid line - near field, dashed line - far field.

**Fig 4.9 Saturation and Write Over Curves**

**Fig 4.10 Far Field Effects on Resolution**
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A second valuable measurement is the ratio of the amplitudes of the highest to lowest densities recorded. This is usually expressed as a percent. The lower the percentage the further the two points are apart on the bit density curve, or if the two points are a fixed density ratio apart then it indicates the points are further to the right on the bit density curve. This is particularly true if the recording involves the far field. Figure 4.10 illustrates this effect.

\[
\frac{V_{t2}}{V_{t1}}
\]

In the near field case, the ratio of \( \frac{V_{t2}}{V_{t1}} \) is about 0.9, whereas the far field ratio is \( \frac{.4}{.75} \) or .53. Back to the near field case, to get the same .53 ratio the transition density separation is F1 to F3.

Because of the write over requirements the write current must be kept high, but if the far field effect are involved, both the amplitude and resolution, hence bit shift, suffer. A compromise must then be made between the two. It is then obvious that far field recording is undesirable. Write over values above -26 db are unacceptable. Usually we require at least -30 db to keep from degrading the amplitude and resolution or bit shift. The current value is always to the right of the saturation point regardless of the write over value. This is necessary to ensure erasure of old information.

The last important measurement is the signal to noise ratio. Noise consists of five general components. First is the electronic noise associated with the amplifier first stage, the amplifier input current noise times the head impedance plus the amplifier voltage noise referred to the input. These two add as the square root of the sum of the squares. Barkhausen noise in the head core is also similarly added. The second noise is the media noise associated with the particle size, particle distribution and dispersion.
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For particulate media this noise is considerable particularly as the track width diminishes. This noise increases as an inverse power function of track width. The third major noise source is the write over noise already discussed. The fourth noise is side fringing noise as read by the head from the adjacent track. The fifth noise source is the minor bit noise. These and electronic noise will be considered in a later chapter. The media noise will be worse for particulate media and best for thin film media such as metal films. This can be seen by considering the particles as separate magnets, each surrounded by a non-magnetic binder. Thus each particle contributes to the overall field, but as the view of the head decreases either in gap length or in track width, then the individual fields dominate which thus modulate the head signal.

If we record a single frequency signal (single density) and we were to read it back noiselessly the resultant spectrum would be a single line equal to the bandwidth of the measuring equipment. As we allow noise to enter the system the spectrum broadens into the typical bell shaped distribution for white noise, or if colored, as by media noise, a different shape. We could plot the peaks of all pulses in the presence of this noise and we would get a similar curve. Since we are most interested in these peaks as they represent the true position of the reproduced bit, we need to concern ourselves with the amount and sources of the noise. Similarly, as we move further to the right on the bit density curve, we must add the time shift caused by pulse superposition or interaction when we write bits of at least two different spacings randomly. The result is three curves or more each centered on the predicted peak shift for the indicated bit spacing and each containing the probability of peak position due to noise. This is illustrated in Figures 4.11 a, b, and c. The work was first described by D. E. Katz and is the subject of a paper by him and Dr. Campbell published later.
HEAD PERFORMANCE

The ordinate may be changed to that of the time deviation from the expected time position of a recorded transition in a data stream. When this is done, Figure 4.11C becomes a plot of the probability of a transition being detected as a function of the expected transition of a noiseless non-interacting system. If the time window allowed for each transition to be assigned to its correct time slot in a data stream were to be drawn on the curves of Figure 4.11C, we would notice that a portion of the transitions on either side of 'w' would be misplaced or be in error. We will discuss this further at a later time as there are many other effects that contribute to the number of transitions detected outside of its assigned window.

SIDE FRINGING

As mentioned earlier a significant noise source is side fringing. This signal has two components. Consider the head gap. It is three dimensional. So far we have only considered the field directly under the head core but the field emanates from the side of the gap just as much as below it. The field intensity limits for saturation are just as far as the depth of recording and worse as the field of non-saturation extends even further. The head can read this field every bit as well as that under the head. Also it is as if the media were infinitely thick (to the side). Thus we would expect the field to behave as if it were a thick media or "far field" recording. This results in low density signals to be read at a higher amplitude than high density signals. Now we measure write over as a ratio of two low density amplitudes before and after a high density overwrite. It can be easily seen that the write over value is degraded by the side fringing signal since non-saturated information is available to influence the head. The side fringing signal pick up is greater for low density signals. If two tracks were
FIG 4.11 A

NOISELESS NON INTERACTING

FIG 4.11 B

NOISY, NON INTERACTING

FIG 4.11 C

FIG 4.12
SIDE FRINGING
ONE SIDE ONLY SHOWN
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immediately adjacent, the adjacent track recorded with a low density signal and the true track recorded with a high density signal then when reading the true track the read back signal would contain the low density signal as read to the side. If we were to plot the value of the fringing signal as a function of the low density frequency, we would observe an increasing fringing pickup with decreasing low density or decreasing frequency. All this means that the signal to noise ratio is further degraded from both on track low density signals previously recorded as well as adjacent track low density signals Figure 4.13 and 4.14.

MINOR BIT

Another noise source is the effect of the edges of the core away from the gap. These also represent a discontinuity in permeability and thus will appear as a partial gap. The gap length being infinity. On closer inspection, infinity is not correct as some field lines prefer to travel around the core and exit the side of the core thus generating a voltage in the coils.

This is illustrated in Figure 4.15 A, B. The resultant pulse is very broad and of low amplitude but contains significant energy. An experiment can be set up in which a low density signal is recorded and read back as isolated pulses. The amplitude and position of both the isolated pulse and the minor pulse are plotted as a function of the low density bit spacing. At a certain spacing which coincides with an exact multiple of bit spacings equal to the core length the isolated pulse is dramatically affected by the minor bit as it adds, Figure 4.16, or subtracts its energy to the isolated pulse height by the few percent amplitude of the minor bit, but such is not
Fig 4.13  ON TRACK FRINGING CONTRIBUTION

Fig 14.14

Fig 14.15 A

Fig 14.15 B

Signal waveform showing true signal (isolated pole) and a minor bit due to the trailing edge later.
the case. Amplitude increases of ~100% have been observed indicating that energy is involved, Figure 4.16. The reason this is not observed more often is that normal recording is of higher density which masks some of the effect. As this noise does affect the recording performance the head is modified to reduce the pick up.

Head manufacturers usually degrade the leading and trailing core edges either by increasing the flying height at these edges or by machining the edges so that it is not parallel to the recorded transition or by crumbling the corner so that it does not present a uniform edge equal to the track width. This phenomenon is only a reading phenomena. The write field strength at the trailing core edge is not sufficient to move the media remenant field, $B_r$, enough to influence the read back process.

This can best be seen when recording on a disc on the inner diameters where the pole edges $B'$ are not over the track $A$ made by the regular gap. Then moving the head to have the gap over the $B'$ track. No evidence is seen of the signal recorded while writing $A$ even when using a spectrum analyzer as the measuring device. The thin film heads have significantly shorter core pieces, therefore the minor bit is substantial. It shows itself as an undershoot on both sides of the isolated pulse. A second effect in disc recording is an amplitude modulation as a function of radius for constant frequency record. These two effects are shown in Figures 4.17 and 4.18 respectively.
**Fig 4.16 A**
Amplitude vs bit spacing, low density

**Fig 4.16 B**
Pole edge phenomena.

**Fig 4.17**
Thin film head output
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The number of undulations being determined by the ratio of the pole thickness and the diameter change from ID to the OD. Similarly, we would expect a modulation if we wrote varying bit density signals on a constant track as shown in Figure 4.19 which is the standard density curve. At very low densities the transition spacing exceeds the pole tip length, therefore, no modulation occurs. The above assumes equal pole tip lengths.

The isolated pulse shape is the same for all low density signals below the pole tip length. When the transition spacing nears the pole tip length, the shape of the isolated pulse changes until it affects the amplitude. Thereafter the density curve is modulated for all higher density signals.

During this chapter we have focused on three fundamental curves that describe the performance of the heads and discs together. We can summarize by drawing several curves that relate the various mechanical dimensions of the head and disc. The unlabeled dimensions are considered unchanging.

The five mechanical parameters that affect head-media performance significantly are the head gap length, head spacing, head coil turns, media thickness and media coercitivity. The actual shapes of the above curves are only to show trends not actual ratios. Of these curves the head gap length, head spacing and media coercitivity control the transition density performance as long as the signal to noise ratio remains the same. Generally we can say that as head gap length decreases, as long as the combination of flying height and media thickness is kept within the near field definition, transition density can increase.
**Fig 4-18** Amplitude variations with radius of disk

**Fig 4-19** Amplitude variations with wavelength

**Fig 4-20**

**Fig 4-21**

**Fig 4-22**

**Fig 4-23**
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OFF TRACK CONSIDERATIONS

Both tape and disc machines exhibit problems with registration of the written track and the reading head. In tape machines this occurs in two areas. First the skew of the head centerline from the centerline passing thru the center of all parallel transitions. The angle produces two problems. The angle produces a cosine error in the track width which lowers the signal amplitude and a cosine function that broadens the transition as seen by the head gap thus lowering the amplitude and effectively increasing the Pw50 which reduces frequency response. The other is tape registration which is a problem relating to the guides and the slitting process of the tape itself.

In disc drives part comes in the form of disc runout which is similar to the tape guide-slit edge problem wherein the disc does not always rotate around the same point. This is due to bearing problems. Earlier disc drives have a cantilever bearing system which accentuates the problem. Also pack mounting repeatability is a problem. These together cause the disc line of rotation to precess which moves the track from its expected position as a cosine error. With a disc stack of more than one disc this makes the error subject to vertical location.

Another area of concern is the carriage and ways. These are the moving parts that hold the head arms and allows movement into and out of the pack, a radial change in position. Any tilt of this assembly either due to machining or due to debris on the bearing surfaces will again cause a cosine error which worsens the further the head position is from the bearing surface. The manufacturing repeatability of the head arm and its alignment introduce either direct off track position error due to misalignment or cosine and cosine error from gap skew as previously discussed. The latter group of
Fig 4.24 Trends

Fig 4.25 Trends

Fig 4.26 Trends

Fig 4.27 Trends

Fig 4.28 Trends

Fig 4.29 Trends

Fig 4.30

Fig 4.31 Disc Track Error (Radial)
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errors have been eliminated in the fixed pack concept which was introduced in 1974 by IBM in the 3340 machine wherein the heads, carriage and way are included with the spindle in a separate package or module. The remaining tolerances remain until they can be reduced by changing the location of the bearings to either side of the spindle and carriage.

Early disc drives used a detent arrangement to locate the position of each track. These tolerances were enormous compared to the track spacings. For example in the 2314 the track spacing is 10 mills. A total of 3 mills was allowed for all the above tolerances, or 30% of the track width. Later machines achieved better registration by utilizing a closed loop positioning servo to locate each track. Here a single head, the servo head, is made to follow a pre-recorded track containing positioning information. This cut the carriage tilt error to about half and similarly the precession errors. Added though is the ability of the servo system to follow the track.

The total savings were positive thus permitting a present 960 tracks per inch or about 1.04 mill track spacing for the Memorex 3652 machine. Any mispositioning of a head in relationship to its recorded track results in increased noise in the form of adjacent track signals during read. A misplaced written track similarly creates problems for both the track of interest as well as the adjacent track and finally a reduction in signal amplitude due to the mispositioning. As can be seen the closer together the tracks, the less movement can be accepted before the signal is degraded. Typical ratios of head width to track separation remain fairly consistent for all machines.
**Fig 4.32** Misalignment, $\pm D \cos \beta \pm D \cos \alpha$

**Fig 4.33**
Track Misalignment R-W-R.
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However, if we align the gaps to the radial line at some mid position then we would get \( \pm (\alpha = \beta) \) for both the I.D. and the O.D. The true alignment point would be at the radius where \( \beta = 0.5^\circ \) sec Fig. 3.35.

Now the difference between \( \alpha \) and \( \beta \) is large and normal skew misalignment is usually kept to within \( \pm 30 \) or \( \pm 0.5^\circ \) to minimize amplitude loss. This then restricts the total travel of the head. For example:

\[
R = 6.5'' \quad D = 0.02''
\]

\[
\alpha = \sin^{-1} \left( \frac{0.02}{2\pi \cdot 6.5''} \right) = .08814736''
\]

\[
R_2 = \frac{.01}{\sin 1.08814736} = \frac{.01}{.01899061} = .5265'' \text{ radius}
\]

if \( \frac{d}{2} = .1'' \quad R_0 = 6.5'' \quad R_1 = 4.0'' \quad \alpha = .44074106^\circ, \quad \beta = .71621585^\circ \)

\( \Delta b = .120 \text{ mills} \). This says that \( \Delta \leq 2(\beta - \alpha) = (0.275475^\circ)^2 \)

This is close to the spec for \( \pm 0.5^\circ \) skew.

\[
b_0 = 6.5(1 - \cos(\sin^{-1} 0.05)) = 1.4234 \times 10^{-4}
\]

\[
b_1 = 4.0(1 - \cos(\sin^{-1} 4)) = 3.125 \times 10^{-4}
\]

This says that there is no positioning reason for not having two heads, one for write and one for read with a radial head movement.

The problem is the isolation required.

\[
V_w = 7.7V_{BP} \quad V_R = 1.0 \times 10^{-3} V \@ -30 \text{ db S/N}
\]

\[
V_{wn} = \frac{.001}{31.622777}
\]

\[
= 3.162 \times 10^{-5} V
\]

for \( 100 \text{ db isolation for a noise contribution of } -30 \text{ db.} \)
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at around 70% which is just the same as for the old detent machines of the 1960's. The difference being that some tolerances have been reduced permitting an increase in track density up to the next limitation.

An example of the signal degradation due to mispositioning is illustrated in Figure 4.33. The signal read will be A, the intertrack gap is B and the adjacent track signal is C. Fringing is also a factor.

\[
\text{Sig} = \frac{A}{T_{1}} + F_{1}
\]
\[
\text{Noise} = \frac{C}{T_{2}} + F_{2} + T \text{ (surface noise)}
\]

SKEW

At the ID the gaps are separated by \(2 \left[ \frac{d}{2} \right] \text{(BPI)} \) bits
At the OD the gaps are separated by \(\frac{2d}{2} \left( \frac{\text{BPI}}{R_{0}} \right) \) bits

If the gaps are symmetrical around the radial line, then at OD the length
\[b = R (1 - \cos \alpha) = R_{0} (1 - \cos \left( \frac{\sin^{-1} \left( \frac{d/2}{R} \right)}{R_{0}} \right))\]

At ID the length of \(b = R (1 - \cos \alpha) = R \left( 1 - \cos \left( \sin^{-1} \left( \frac{d/2}{R_{0}} \right) \right) \right)\)

\[\therefore \text{ the difference is } R_{0} (1 - \cos \left( \frac{\sin^{-1} \left( \frac{d/2}{R_{0}} \right)}{R_{0}} \right)) - R_{1} (1 - \cos \left( \frac{\sin^{-1} \left( \frac{d/2}{R_{1}} \right)}{R_{1}} \right))\]

This could be compensated for by the servo track spacing as far as track centerline is concerned as well as the intertrack spacing.

The skew will be twice the difference between \(\alpha\) and \(\beta\) if we align the gaps to the radial line at the O.D. I.D. = 2 (\(\alpha - \beta\)).
FIG 4-34

THE PROBLEM OF AN OFFSET HEAD
READING RADIALY WRITTEN DATA
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\[ b_0 = 6.5 \left(1 - \cos \left(\sin^{-1} \frac{0.01}{6.5}\right)\right) = 0.0000768 \]

\[ b_1 = 4.0 \left(1 - \cos \left(\sin^{-1} \frac{0.01}{4}\right)\right) = 0.0000312 \]

\[ \Delta b = 0.0000456 \text{ or } 4.56 \mu'' \]

that is for a gap spacing of 10 mills

Try gap spacing of .10"

\[ b_0 = 6.5 \left(1 - \cos \left(\sin^{-1} \frac{0.05}{6.5}\right)\right) = (0.0002959)6.5 = 0.0019234 \]

\[ b_1 = 4.0 \left(1 - \cos \left(\sin^{-1} \frac{0.05}{4}\right)\right) = (0.0007313)4 = 0.0031251 \]

\[ \Delta b = 0.120 \text{ mills} \]
R/W BLOCK DIAGRAM

Figure 5.1 is a general block diagram that may be used to define the circuits required. All R/W channels have this form. Its complexity may be increased depending on the sophistication of the recorded signal or it may be decreased for very simple signals. As most disc drives have multiple heads, it is obvious that some means be provided to isolate the individual heads from each other while allowing one head to function. This is the function of the block marked Matrix. It is fed from an address register that contains the head number selected. For reasons to be discussed later, these two blocks may be repeated. The blocks marked Read and Write perform these basic services. A means must be provided to select either. That is the function of the blocks marked Read Select or Write Select. Part of the write chain includes the Write Pre Driver, the Trigger and any encoding functions. The Read Chain includes the Linear Amplifier and Filter, the Detector, and a decoding or declocking scheme. Some subfunctions include Address Mark Detection and synchronization. A necessary set of functions include the Safety Circuits. These are provided in order to protect the recorded data either from simultaneous commands or from failed components or circuits. These circuits do not respond to legitimate though unintended commands. Tape drives generally perform these functions multiply in groups of 5, 7, or more depending on the machine type. It is the purpose of the remainder of this book to address each of these blocks in turn. We will discuss the various interactions and requirements particularly those related to the head-disc interface.

WRITE CIRCUITS

The write circuit used depends on the head winding structure whether it is single-ended to reference, single ended floating differential or centertapped.
FIG 5.1  TYPICAL R/W BLOCK DIAGRAM
The current is determined from EQ 5.1 and 5.2

\[
\begin{align*}
\text{DC } I_{+1} &= \frac{V_{in+} - V_{be1}}{R + R_h} \\
\text{DC } I_{-} &= \frac{V_{in-} - V_{be2}}{R + R_h}
\end{align*}
\] (5.1) (5.2)

If the circuit is balanced to ground then these two currents are equal except for the slight differences in Vbe and the input voltage swings. The circuit is worse cased by considering input swing variations, the Vbe variations and the two resistors variations, one a fixed and the other the winding resistance.
Fig 5.2 A
Complementary Write Driver
For Two Terminal Head

Fig 5.2 B
Two Terminal Head With
Stray Capacitance

Fig 5.3
Voltage, Current and Power
Waveforms for Circuit of Fig 5.2

6/16/82
Power dissipation for the transistors is simply calculated, again worse case conditions must be assumed.

\[ P_{T1} = \frac{(V_{\text{supply max}} - V_{\text{sig min}} + V_{\text{be max}})(V_{\text{sig min}} - V_{\text{be max}})}{R_{\min} + R_{h\min}} \]  

EQ 5.3

It will be noted that the current is a function of time; therefore, the actual transistor power dissipation is less than EQ 5.3 would indicate during the time of the transition. Also the true maximum may not occur at \( V_{\text{sig min}} \) but at some other value. At the time after switching, the current thru the inductor cannot reverse instantaneously, therefore, the transistor power dissipation is increased in the same transistor until the current falls off to zero on its way to the opposite maximum. The base voltage changes to the opposite polarity but the current remains the same. The power peak is given by EQ 5.4.

\[ P_{\text{Peak}} = (V_{\text{supply max}} - (-V_{\text{sig min}}) + V_{\text{be max}}) I_{\text{Max}} \]  

EQ 5.4

Where \( I_{\text{Max}} \) is the current determined by equation 5.1 (or 5.2).

This transient power dissipation must be considered, particularly when secondary breakdown can occur. The choice of transistor then not only depends on the voltage and current, but unfortunately both at the same time. Figure 5.3 shows the relationships.
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The head circuit cannot really neglect the capacitance; therefore, the actual head current is determined by Eq. 5.4, for a step function, using the circuit of Figure 5.2B.

\[ I_h = \frac{V_{\text{sig}}(s)}{S} \left( \frac{1}{(LS + Rh)\frac{1}{CS}} \right) \left( \frac{1}{LS + Rh + \frac{1}{CS}} \right) \]

This breaks down to a third order step:

\[ \frac{V_{\text{sig}}(s)}{S \left[ RLCS^2 + (RRC + L)S + R_h + R \right]} \]

All this slows down the rise time, widens the transition width, which in turn widens the PW50.

Another circuit that could be used is shown in Figure 5.4. Here, the write current is determined by the series combination of \( R \), the head circuit, and the saturation resistance of the transistor.

\[ I_{h(\text{DC})} = \frac{V - V_{\text{sat}}}{R + R_h} \] (Eq. 5.6)
**Figure 5.4**
SATURATED DRIVER FOR TWO TERMINAL HEAD

**Figure 5.5**
INPUT, COLLECTOR AND CURRENT WAVEFORMS

**Figure 5.6**
CURRENT SOURCE DRIVEN LINEAR DRIVER FOR A TWO TERMINAL HEAD

Point A should never 70 below 1 V for (EVin).

\[ V_C = V_+ - \left( I_T \cdot \frac{R}{2} \right) \]

Steady state \( I_h = \frac{I_s \cdot \frac{R(R + Rh)}{R + Rh}}{2 \cdot I_s} \)
R/W BLOCK DIAGRAM

The transient behavior is the same as EQ 5.5 only $V_{\text{sig}}$ is replaced by $+V$.

It should be noted that the rise time is affected by the storage time of the transistor. If the storage time is very small compared to the transition time then it might be a useful circuit. Note that the transistor current is nearly double being

$$I_{x} = \frac{V - V_{\text{sat}}}{R + R_{h}} + \frac{V - V_{\text{sat}}}{R} \quad \text{(EQ 5.7)}$$

The power dissipation in the resistors are very nearly constant. The voltage breakdown requirements for the transistor include the voltage developed across the head at turn off time due to the inductance. This can be nearly the same as $+V$ meaning the transistor will see $2V$ during the transient.

The damping of the head for a zeta of .95 can be accomplished by the collector resistors or by the addition of a third resistor in parallel with the head.

Tolerances on the Resistor, the $V_{\text{sat}}$, the supply, and the head winding resistance determine the range of write current expected in a manufacturing run.

A third circuit is shown in Figure 5.6. Here the transistor storage time is eliminated, but the current source must supply nearly twice the head
current as is also required in Figure 5.4. The commutating diodes are eliminated by making +V equal to twice that required which leaves a bias of +V on the collectors. This accommodates the negative V swing of the head without saturating the transistor. A penalty is that the transistor power dissipation is high. The average $P_w$ being for the transistor,

$$P_w \text{ave} = (+V - \frac{I \cdot R}{s^2} + V_{be} - V_b)I_s \quad (\text{EQ 5.8})$$

The time domain transient equation is the same as equation 5.9 and 5.10:

$$I_h = \frac{I(s)}{S(s^2 + \frac{1}{2RC}S + \frac{1}{LC})} \quad (\text{EQ 5.9})$$

$$= \frac{I(s)}{S(s^2 + \frac{Wn^2}{2cWnS + Wn^2})} \quad (\text{EQ 5.10})$$

The transistor voltage breakdown requirement is 1.0 V due to the voltage rise resulting from inductive current. Again the damping is achieved via 2R or a third resistor in parallel with the head. It will be noted that the current thru a resistor at switching time goes from $I/2$ to $3I/2$ during the transient and back to $I/2$ again for one half of the cycle. On the second half cycle it goes from $+I/2$ to $-I/2$ and then back thru zero to $+I/2$ again. The degree of achieving these excursions is controlled by both zeta and the head capacitance.
The peak power dissipation for the resistor is therefore approximately

$$P_{R \text{ Peak}} \leq \frac{3I}{2} \cdot (V) \quad \text{(EQ 5.11)}$$

occurring at time A on Figure 5.7.

A fourth circuit and its variations can be used which reduces the power dissipation by requiring a current source of only I instead of the 2I as used in the previous two circuits. The basic circuit is that of a current controlled bridge. In this circuit the current path is controlled by a pair of emitter followers in the upper half of the bridge. The base voltage swing $V_{b1} - V_{b2}$ must be large. The negative going portion must be greater than the voltage developed across the head during switching. $\text{Fig 5.8}$

The average power dissipation of the upper transistors is half the DC value if the signal on $V_{b1} - V_{b2}$ exceed the transient head voltage.

$$P_{T(1 \text{ or } 2)} = \frac{(V - V_{b1} + V_{be}) I}{2} \quad \text{(EQ 5.12)}$$

The head current equation is the same as in EQ 5.10. If the input $V_{b1}$ and $V_{b2}$ is less than the transient voltage then current must flow thru T1 or T2 during a portion of the transient; therefore, the power dissipation is increased by that current flowing times the $V-V_{b}$ difference.

$$P_{T1} = (V - (-V_{b1}) + V_{be}) I_t \quad \text{(EQ 5.13)}$$

Where $I_t$ is that portion of $I_h$ supplied thru the transistor.
FIG 5.8
COMPLIMENTARY BRIDGEDRIVER
FOR A TWO TERMINAL HEAD

FIG 5.9
INPUT, COLLECTOR, CURRENT WAVEFORMS
Worst case
\[ V_{b2} < V_{m2\text{min}} - V_{be2\text{max}} - V_{peak} \]

FIG 5.10
CURRENT DISTORTION DUE TO INSUFFICIENT INPUT TO \( V_{b1} \) OR \( V_{b2} \)
The modification of the head current is due to a portion of I source being supplied thru the non off upper bridge transistors. One disadvantage of this bridge circuit is the circuits that are required to drive the bridge. These circuits also have power dissipation particularly the circuits driving the upper half of the bridge due to the large swings required, and if fast speed is required, low impedance, high current.

There are several circuits that may be used. Note the phasing required. Because of the various propagation delays and turn on - turn off times, the bridge may exhibit current spiking where both transitions may be on momentarily at the same time providing a path directly from +v to the current source. Fortunately, the current source prevents the larger currents that occur in saturated bridges.

With these drivers the current sources determine the swing available. The tolerance of the various resistors and the tolerances on the current source must ensure adequate swings on Vb1 and Vb2 to maintain an unaltered current waveform. Care should also be exercised to minimize this margin as the power dissipation of the bridge depends on these voltages and the current. If too large a margin is provided, A in Figure 5.9, then the lower half of the bridge has a higher than necessary dissipation. If not enough margin is provided, then the bridge saturates and rise time is degraded. Further if the swing on Vb1 - Vb2 is small then the upper half of the bridge experiences a higher dissipation. Normally, the upper half of the bridge only sees the difference +v and Vb1 or Vb2 times the current source value. By using the circuit of Figure 5.11B this is minimized. One nice thing about the combination of
**Fig 5.11 A**

Bridge Driver C

**Fig 5.11 B**

Center Tapped or Differential Head Windings, usually bifilar wound to improve field symmetry.

**Fig 5.12**

2L_{La} - B

2L_{Bc}

2_{L_a}

2_{L_a}

**Fig 5.13 A**

Center Tapped Head Equivalent Circuit

**Fig 5.13 B**

One half of the center tapped head circuit.
R/W BLOCK DIAGRAM

Figure 5.8 and 5.11B is that it is easily integrated. Integrated circuits cannot tolerate PNP switches at either high currents or high speeds, therefore, they are avoided. This last combination is very effective for two terminal thin film heads where the voltage transient is below the base - emitter voltage. Those heads that have large voltage transients must necessarily use a different circuit such as Figure 5.6. The head field for all two terminal heads is proportional to NI. The read back voltage is also proportional to N \( \frac{d\phi}{dt} \).

There is another class of head circuit that is very popular for reasons to be discussed later under multiple heads. These heads feature a centertap. They are therefore a three terminal device as Figure 5.12.

The circuits used to drive this head are necessarily different. One principle is immediately obvious and that is that the write current flow is into either terminal A or terminal C and out terminal B depending on the direction of the writing flux desired. The head inductance is proportional to \( N^2 \); therefore, the number of head turns required for the same NI as previously discussed needs to be double, therefore the inductance is multiplied by four. One advantage is that the read back voltage is twice the previous value. Bandwidth restrictions force the use of a total of N turns therefore the readback voltage is the same but the write current is double to keep the same NI.

The head circuit can be either the full differential, or it can be half where the inductance is equal to \( LA-C/2 \) (EQ 5.14) as can be seen by

6.9
Alternate forms of a saturated switch driver for a center tapped head

\[ V_{in} \]

\[ V_c \]

\[ I_h \]

\[ I_{h} = \frac{V_c - V_{ce \text{ stat}}}{R_h + R} \]

\[ I_{AB} = 2 \cdot I_{AC} \text{ for same flux } (N_1 = 0) \]
\( L_{A-B} + M_{B-C} \) (EQ 5.15) where \( M_{B-C} \) is the mutual inductance of the section B - C reflected into A - B. The capacitance for the half equivalent is twice the value of the differential capacitance. The damping resistor is half. All this is shown in Figure 5.13 A and B.

\[
L_{\text{Total}} = L_{A-C} = L_{A-B} + M_{B-C} + L_{B-C} + M_{A-B} \tag{EQ 5.16}
\]

Either circuit will yield the correct results when used in equation 5.10.

The circuits that are used are discussed below.

The first circuit is the saturated switch version as shown in Figure 5.14A and B. In Figure 5.14A the DC current is established from EQ 5.17.

\[
I_{h_{\text{DC}}} = \frac{V - V_{\text{sat}} - \frac{R_{h}}{R + \frac{1}{2}}}{R_{h}} \tag{EQ 5.17}
\]

Worse case values can be assigned that give the range of currents over production runs. Note that the current I is only passing thru half of the head windings when calculating the current for the field required. This circuit is only useful where the storage time is acceptable.

The damping resistor \( R_{D} \) is not affected by the series current determining resistor R in contrast to that of the two terminal head circuits of Figure 5.4.

The voltage excursions on the collector are the same due to twice the current. No commutating diodes are required as the voltage on the collectors never go below ground.
For this circuit, though, the collector-emitter voltage breakdown must be greater than twice the +V supply.

The circuit of Figure 5.14B is different. It also suffers from storage time in the switching transistors, but the voltage waveform is different even though the DC value is identical to EQ 5.17.

It will be noticed that the collector voltage goes below ground, while the second one goes to ground. This requires commutating diodes, also a second look at the equivalent circuit. The commutating diode places both ends of the head at near ground forcing a head equivalent circuit of just a series $R_h$ and the inductance $L_T$ for the duration of the conduction of the diodes. The time for rise during this period is essentially $\frac{L}{A-C/R_h}$ which can be very long. When the transient voltage reduces as the change in current drops, then the circuit reverts to the standard parallel RLC of Figure 5.13A or B. Obviously this is not a desirable circuit.

The most popular circuit is shown in Figure 5.16. Here the full speed can be achieved but at the cost of transistor power dissipation. The voltage $V$ is chosen to keep the negative transient voltage at the collectors above the input $V_{in} +$. The damping resistor is chosen to satisfy EQ 5.17 for a zeta of 0.95.

$$\zeta = 0.95 = \frac{1}{2W_hRC} \quad \text{(EQ 5.17)}$$

The waveforms are shown in Figure 5.17. Notice the collector voltage relationship to the base voltage marked as 'margin' also the peak voltage to the $V_{WW}$ level that must be within the $V_{CEO}$ breakdown voltage, (collector to emitter).
FIG 5.16

FIG 5.17

PREFERRED DIFFERENTIAL DRIVER FOR A CENTER-TAPPED HEAD

\[
\left(\frac{V_+ - V_b}{1 + \beta}\right) I_C + V_0 I_b = P_{W_{T_{\text{max}}}} \tag{1}
\]

\[
5V \times 800\, \text{mA} = 400 \, \text{mW} - \frac{1}{3} \times 640 \, \text{mW} = \frac{1}{3} \times 160 \, \text{mW} = \frac{4}{3} \, \text{mW}
\]

\[
I_B = I_s \left(\frac{\beta}{1 + \beta}\right)
\]

\[
I_R = \frac{16 \text{ volts}}{1.5 \, \text{K}}
\]

Three terminal 

Considering head switching for one driver and preamplifier

1) \[N \cdot I = \text{constant}\]

Voltage = \[V_c = \frac{I \cdot L \cdot I}{V_{LC}} = \frac{I \cdot \sqrt{L/\sqrt{C}}}{\sqrt{1 - \frac{3^2}{K}}} = \frac{N \cdot I}{V_c} (\frac{N'}{V_c})\]

\[L \propto \nu^2\]
For a \( P \) maximum we use \( EQ \ 5.18 \).

\[
P_{\text{MAX}_T} = (V_{cc \ \text{MAX}} - V_{b, \text{Min}} + V_{be \ \text{MAX}}) I_{\text{source MAX}} \quad (EQ \ 5.18)
\]

We may divide power by two only if the switching signal has no dc component. If the DC average of the input waveform is not zero, then some other factor must be used. Its value will lie between 1 and 2 depending on the asymmetry. Another consideration is the length of time one transistor is conducting. This is due to the thermal lag of the transistor structure. For slow waveforms the power dissipation must be considered as the full value even if there is no dc component of the input signal. Localized heating of the junction may exceed the allowable junction temperature.

The junction temperature for all circuits can be calculated using the transistor thermal resistivity value published for that device.

\[
T_j = (R_{Jc} + R_{CA})(^\circ \text{C/W})(P_{\text{Max}})(\text{Watts}) + T_{A \ \text{Max}} \quad (EQ \ 5.19)
\]

Where \( R_{JC} \) is the thermal resistance in \( ^\circ \text{C} \)/Watt from junction to case,

\( R_{CA} \) is the thermal resistance in \( ^\circ \text{C} \)/watt from case to ambient air

\( P_{\text{Max}} \) is the power dissipation in watts, and \( T_{A} \) is the ambient maximum temperature in \( ^\circ \text{C} \).

For best reliability the junction temperature, \( T_j \), should not exceed \( 100^\circ \text{C} \) even though a device may be rated to \( 125^\circ \text{C} \) or even \( 150^\circ \text{C} \). The temperature rise is the first half of the equation. It may be modified by adding a heat sink which alters the parameter \( R_{CA} \). Nothing can be done for \( R_{JC} \) though.
Air flow also enters into $R_{CA}$ value and is usually published as a family of curves. For writing circuits the power dissipation is fairly high in comparison to standard circuits particularly as large currents are required in high inductance circuits. The requirement to keep the collectors out of saturation forces higher collector voltages.

$$I_h = I_{Source} \left( \frac{\beta}{1 + \beta} \right) \quad \text{(EQ 5.20)}$$

**BASE DRIVE**

A further consideration is the base drive. The impedance of the base driving circuit needs to be kept low in order to reduce the Miller effect feedback. If the input impedance is high the head voltage transient will be capacitively coupled to the base circuit possibly forcing the transistor back out of conduction and the opposite transistor back into conduction. Figure 5.18 illustrates this effect where the dotted line represents the feedback thru Miller capacitance. The transistor $C$ also requires consideration when designing the base driver circuits. It also affects the current thru the head and the current source. All the circuits previously mentioned that are driven from current sources will have these limitations. Those that are saturated switches will have only the Miller effect to contend with. Equations 5.21 and 5.22 describe these effects.

$$I_h = I_{source} - \frac{Ic}{\beta} = I_{source} \left( 1 - \frac{1}{1 + \beta} \right) \quad \text{(EQ 5.21)}$$

$$V_{base} = V_{in} - \left( \frac{V_{h \text{ Transient}}}{\frac{1}{CS} + R_{in}} \right) R_{in} \quad \text{(EQ 5.22)}$$
**Fig 5.18** Miller feedback from head transient

**Fig 5.19**
Base rise-fall unsymmetry effects showing final symmetry

**Fig 5.20**
Current pulsing
A method to improve rise time using high inductance heads
Used but not often allows to go higher density for same head

**Fig 5.21**
Wave forms due to current pulsing
TIME DOMAIN SOLUTION

The time domain solution for the head voltage and the head current as described in EQ 3.11 and EQ 3.14 are given in EQ 5.23 and 5.24 respectively.

\[ V(s) = \mathcal{L}^{-1} \left( \frac{I(s) L W_n^2}{s^2 + 2\zeta W_n S + W_n^2} \right) = \frac{I_l W_n}{\sqrt{1 - \zeta^2}} e^{-\zeta W_n t} \sin(\sqrt{1 - \zeta^2} W_n t) \] (EQ 5.23)

\[ I(s) = \mathcal{L}^{-1} \left( \frac{I(s) W_n^2}{S(s^2 + 2\zeta W_n S + W_n^2)} \right) = I \left[ 1 - \frac{1}{\sqrt{1 - \zeta^2}} e^{-\zeta W_n t} \sin(W_n \sqrt{1 - \zeta^2} t - \tan^{-1} \frac{1 - \zeta^2}{-\zeta}) \right] \] (EQ 5.24)

It may be noticed that most write driver circuits bases are driven differentially. This type of input is forgiving of any slight unsymmetry in the input waveform as long as the unsymmetry is repeated on each input. This is illustrated in Figure 5.19 where the crossovers are not occurring at the centerline due to slope unsymmetry. Such unsymmetry may be caused by variations in rise and fall times. A typical switching input swing requirement for differential unsaturated switches is about 1.0V. This value guarantees total cut off of the opposite transistor. We assume that 0.4 volts Vbe are required to bring a transistor into a slightly conductive condition and by 0.7 to 1.0 volts the transistor is completely on. When using transistors with larger Vbe sat voltages, they need to be provided larger input swings in order to correctly switch them.
WRITE VOLTAGE CONSIDERATIONS

Since the write voltage transient forces the collector voltage to be high to accommodate the swing, we might profitably look at what we can do to limit the total swing. Restating EQ 5.23 again, we can ignore the time varying terms and just look at the magnitude portion as shown in EQ 5.25.

\[
V_h = \frac{I L W_n}{\sqrt{1 - \zeta^2}} \quad \text{(EQ 5.25)}
\]

by substituting \(KN^2 = L\) and ignoring the damping term in the denominator as \(\zeta\) is a constant for all write system \(= 0.95\), we get:

\[
V = \frac{I K N^2}{\sqrt{KN^2 C}} = \frac{NI \sqrt{K}}{\sqrt{C}} \quad \text{(EQ 5.26)}
\]

Now we see that \(NI\) is proportional to the flux required to saturate the media. For a given head - media interface, \(NI\) is a constant. If we change the flying height and/or the gap length in order to reduce the current then we can reduce the transient voltage, but just reducing \(I\) forces \(N\) to be increased to keep the same saturating flux which accomplishes nothing. The only other alternative is to either improve the head efficiency by reducing the throat height provided we can do so without saturating the core pole tip or increasing the capacitance. This latter will lower \(W_n\) which increases the rise time which may be excessively detrimental.

WRITE PULSE SHAPING

One way to improve the rise time in a head that requires a large number of turns, such that the \(W_n\) is lower than desired, is to pulse the current source in time with each switching edge. The effect is to force the head current to
WRITE PULSE SHAPING

rise towards the higher value and then just before the required current value is reached to drop the current source value to its normal value. A penalty for doing this is that there is a voltage across the head capacitance remaining that needs to be removed before the head current can settle to its final value. The width of the pulse will require careful control in order to orchestrate the desired result. A circuit for doing this is shown in Figure 5.20, along with the waveforms in Figure 5.21.

As can be seen the voltage transient is very large. The rise is fast during the pulse then it reverts to a negative slope until the transient is over. The equation takes the form of two parts where the notation is for two step functions at differing times and $I_m = I + I_D$ (EQ 5.28).

$$V_h = \left( \frac{I_m}{S_{A-B}} - \frac{I_D}{S_{B-C}} \right) Z_h$$

EQ 5.27

B. PRE DRIVER CIRCUITS

The circuits used to drive the Write Drivers can range all the way from a direct connection to the Flip-Flop to a intermediate amplifier or switch that is used to establish the bias levels required and/or the base current requirements.

For the saturated versions the driving circuit need only provide the base current required and a voltage output swing capable of turning the driver transistors on and off. Standard T^2L logic blocks are usually sufficient. If higher base current is required an open collector output device can be used efficiently. An example of both is shown in Figures 5.22 A, B, and C.
**FIG 5.22 A**

TLC, SATURATED DRIVERS

**FIG 5.22 B**

TLC BUFFERED, SATURATED DRIVERS

**FIG 5.23 A**

NP Saturated Drives
Grounded Emitters

**FIG 5.23 B**

Non Saturating Drivers Without Buffers NPN
B. PRE DRIVER CIRCUITS

For the non saturating switches either a T²L, ECL or a voltage translating switch can be used. If T²L logic blocks are to be used, care must be taken to minimize the Miller feedback transients during the up level by maintaining low impedances or by using pull up resistors as required in the saturated version. ECL logic has the advantage of low impedance and a voltage swing sufficient to switch the driver transistors.

If the write drivers are PNP and the head is tied to a negative voltage, then the type requires no base translation as shown in Figure 5.22C but may be connected directly if sufficient base drive is supplied. If the head centertap is grounded, then the bases of the write drivers need to be driven from a potential sufficient to keep the driver transistors out of saturation. This function is best performed by a current switch unless the storage time of saturated switches and their voltage swing can be tolerated.

With the current switch Pre Driver both the impedance and the voltage swing requirements can be designed in. Figure 5.24 shows an NPN driver with a PNP Pre Driver. The -V ref is chosen to keep the Write Driver collectors (3,4) out of saturation during the head transient. The bases of the Pre Driver can be driven directly from either T²L or ECL logic blocks. This kind of circuit lends itself to large separations between the Pre Driver and the Write Driver wherein the impedance can be that of an interconnecting cable for termination purposes. The current in the Pre Driver needs to be large enough to produce the Write Driver base drive voltage swing required. When this circuit is worse cased both the Write Driver turn on and turn off requirements must be met but also the Miller feedback from the head transient must be allowed for. Lastly, the Write Driver base breakdown voltage Vber...
**Fig 5.24**

Non saturated driver with non saturated pre driver switch.

**Fig 5.25**

A single pre driver driving two matched cable pairs to two drivers.
B. PRE DRIVER CIRCUITS

must not be exceeded. These equations are complicated by the base current requirements of the Write Driver. A set of equations follows.

\[ \Delta V_{bW.D}^{min} = \left[ \text{Is}_{\text{min}} \left( 1 - \frac{1}{\beta_{1\text{min}} + 1} \right) - \text{Is}_{\text{source}} \frac{1}{\beta_{4\text{min}} + 1} \right] R_{\text{min}} \text{ (EQ 5.29)} \]

\[ \Delta V_{bW.D}^{max} = \left[ \text{Is}_{\text{max}} \left( 1 - \frac{1}{\beta_{1\text{max}} + 1} \right) - \text{Is}_{\text{source}} \frac{1}{\beta_{4\text{max}} + 1} \right] R_{\text{max}} \text{ (EQ 5.30)} \]

\[ P_{TX_2}^{max} = I_{\text{source}} \left( \frac{V_{REF} - \Delta V_{bW.D}^{max} + V_{IN} + V_{BC_{max}}}{\beta_{2\text{max}}} + \frac{V_{be}}{1 + \beta_{2\text{max}}} \right) \text{ (EQ 6.31)} \]

\[ \left| \Delta V_{bWD}^{max} \right| < V_{ber} \text{ (EQ 5.32)} \]

If more than one Write Driver is desired to be connected to a common Pre Driver, then due consideration needs to be paid to capacitance as associated with the RC of the Pre Driver load. One problem when driving long cables between the Pre Driver and the Write Driver is that both ends must be terminated in the characteristic impedance of the cable in order to absorb the transients associated with both the Pre Driver output and the Miller feedback of the Write Drive. This will ensure quiet operation with no reflections. A network can be designed to drive multiple cables with their characteristic impedance at both ends. A circuit for doing this is shown in Figure 5.25.
B. PRE DRIVER CIRCUITS

Symmetry shows that half the impedance of a twinaxial cable or the impedance of a coaxial cable must be used for \( Z_0 \).

\[
Z_0 = \frac{R_3}{2} = R_2 + \frac{R_1(R_2 + \frac{Z_0}{2})}{R_1 + R_2 + \frac{Z_0}{2}} \quad \text{(EQ 5.33)}
\]

The voltage swing at the bases of the Write Driver will be a function of the two current sources as before (EQ 5.29, -30) but now \( R \) needs to be modified to include the effects of the network. This is best illustrated by considering Figure 5.26 when only one Write Driver is activated and the second is idle.

\[
V_A = I_{\text{source}} \left( \frac{\beta_1}{1 + \beta_1} \right) \left[ \frac{R_3}{R_2 + \frac{2}{2} + R_1} \right] \quad \text{(EQ 5.34)}
\]

\[
\Delta V_{3-4} = \frac{V_A \left( \frac{R_3}{2} \right)}{R_1 + R_2 + \frac{R_3}{2}} \quad \text{(EQ 5.35)}
\]

This is the base\(_3\) to base\(_4\) voltage with no base current effects from the Write Driver.
C. CURRENT SOURCES

The current sources considered are those used to generate the write current. Several design requirements must be met. First the current source must be stable with temperature and supply voltages. Second the manufacturing tolerances must be minimized. Two circuits are considered here. The first is the zener controlled emitter degenerative circuit of Figure 5.27. This is shown as a negative current source.

For this circuit to function correctly the voltage on the collector of Q1 must always be more positive than its base. This prevents saturation. When the collector is connected to the Write Driver this means that the most positive base of the Write Driver must be at least two Vbe drops above the base of Q1. Notice that the Diode D1 is added to compensate for the Vbe of Q1 over temperature. This is only true if the diode characteristics of both Q1 and D1 are the same and the currents are the same. Doing this is rather wasteful so a compromise is made allowing a degree of temperature compensation. The zener D2 is chosen for a sharp knee or at least a fairly flat zener potential around the maximum and minimum currents expected thru R1. If the diode drop VD1 is the same as the Vbe at the operating current then the current source is essentially:

\[ \frac{V_z}{R_2} \left(1 - \frac{1}{B+1}\right) \]  

(EQ 5.36)

Since this is fairly ideal we need to consider the whole circuit. The circuit includes the T' L interface and Q2.
C. CURRENT SOURCES

First we will saturate Q2 for a maximum of 25 ma. This will ensure that the zener will be operating well past its knee.

\[
\frac{25 \text{ ma}}{\beta_z} \geq I_{b2_{\min}} = \frac{+V_{\text{min}} - V_{\text{be}2_{\max}} - V_{\text{sat}_z}}{R_{3_{\max}}} - \frac{V_{\text{be}2_{\max}}}{R_{4_{\min}}} \quad (\text{EQ 5.37})
\]

With Q2 saturated we can proceed to the input of Q1.

\[
I_{z_{\min}} = \frac{(+V_{\text{min}} - (-V_{\text{min}}) - V_{D1_{\max}} - V_{Z_{\max}} - V_{E_{\text{sat}}} - I_{Q1} \left( \frac{1}{\beta_{1_{\min}}} \right)}{R_{1_{\max}}} \quad (\text{EQ 5.38})
\]

The voltage at the base of Q1 will be, relative to the minus supply, as follows if we ignore the fact that the first term V_{z_{\min}} is contrary to V_{Z_{\max}} used to calculate I_{z_{\min}} as given in EQ 5.38.

\[
V_{b_1} = V_{z_{\min}} + R_{z_{\min}}(I_{z_{\min}}) + V_{D1} + R_{D1_{\min}}(I_{z_{\min}}) \quad (\text{EQ 5.39})
\]

Therefore the current source will be:

\[
I_{\text{source}_{\min}} = \frac{V_{b1_{\min}} - V_{\text{be}_{1_{\max}}}}{R_{2_{\max}} \left( \frac{\beta_{1_{\min}}}{1 + \beta_{1_{\min}}} \right)} = I_{\alpha} \quad (\text{EQ 5.40})
\]

If this current source were to feed the Write Driver of Figure 5.16, then the actual head current would be reduced by the base current drawn by the Write Driver as indicated in EQ 5.20.
Fig 5.26

Simplified circuit when 2nd driver is off

Fig 5.27

Current source

Fig 5.28a

Mirror

Fig 5.28b

Wilson mirror
C. CURRENT SOURCES

The maximum write current can be found as follows:

\[
I_{z_{\text{max}}} = \frac{+V_{\text{max}} - (V_{\text{max}}) - V_{D_{\text{min}}} - V_{z_{\text{min}}} - V_{z_{\text{max}}}}{R_{1_{\text{min}}}} - I_{Q_{1}}\left(\frac{l}{B_{1_{\text{max}}}}\right) \quad (\text{EQ 5.41})
\]

\[
V_{b_{1_{\text{max}}}} = V_{z_{\text{max}}} + R_{z_{\text{max}}} (I_{z_{\text{max}}}) + V_{D_{1_{\text{max}}}} + R_{D_{1_{\text{max}}}} (I_{z_{\text{max}}}) \quad (\text{EQ 5.42})
\]

\[
I_{\text{source}_{\text{max}}} = \frac{V_{b_{1_{\text{max}}}} - V_{be_{\text{max}}}}{R_{2_{\text{min}}}} \left(\frac{B_{1_{\text{max}}}}{1 + B_{1_{\text{max}}}}\right) \quad (\text{EQ 5.43})
\]

The manufacturing tolerance (more than worse case) is then:

\[
\Delta I_{\text{source}} = I_{\text{source}_{\text{max}}} - I_{\text{source}_{\text{min}}} \quad (\text{EQ 5.44})
\]

It should be noted that several factors can be controlled by choosing both the zener voltage large compared to \(V_{be_{1}}\) and \(V_{D_{1}}\) and using a temperature compensated zener with 1% or better resistors for \(R_{2}\). Also closer tolerances on the zener voltage \(V_{z}\) and the zener impedance \(R_{z}\).

Going back to the saturation curves of Figure 4.8, we can see reasons for a small delta \(I_{\text{source}}\) when we are forced to use thick media where the saturation curve rolls off. If we are using \(\text{tch}^{\omega}\) media where the saturation curve is flat above saturation then we can use cheaper wider tolerance parts for the current source.
C. CURRENT SOURCES

We can go thru a similar procedure if we choose a positive current source.

The second type of current source is the current mirror. This circuit finds favor if the whole is to be integrated on single chip. The circuit of Figure 5.28 is a simple Wilson current mirror. The requirements for stable current are the value of R₃ and the matching of R₁, R₂, Q₁ and Q₂. Often the current thru Q₁ is multiplied by the junction area ratios of Q₁ and Q₃ with due consideration for the periphery of the emitters. The function of Q₂ is to supply base current to Q₁ and Q₃ bases at the cost of the error \( I_{b_2} \).

\[
I_{b_2} = I_{\text{Error}} = \frac{(I_{b_1} + I_{b_3})}{\beta_2} \quad (\text{EQ 5.45})
\]

Current multiplication can also be achieved by varying the relative value of \( R_1 \) and \( R_3 \). Since the resistors in integrated circuits typically have a tolerance of 25%, this means that some other resistor type must be used for \( R_3 \) or it can be laser trimmed as one manufacturer has done.

Power dissipation for both types need to be calculated to ensure the junction temperature is not exceeded nor the device forced into second breakdown. The output voltage is simply the conducting base voltage of the write driver less one \( V_{be} \) or \( V_{C \, \text{max}} \).

\[
P_{\text{source}} = \frac{\beta (V_{C \, \text{max}} - V_{E \, \text{min}})}{\beta + 1} I_{s \, \text{max}} + \frac{I_s 

\frac{V_{be \, \text{min}}}{\beta + 1} \quad (\text{EQ 5.46})
\]
D. DATA

In most recording applications the Write Data is received on multiple lines which must be converted to serial form before writing on the media. This is easily handled by a parallel to serial converter under the control of the write clock. The output of the shift register, or serial data is then changed to pulses if the data is true, or no pulses if the data is false. These operations are shown in Figure 5.29 which includes a means of providing alternations of the input lines to the Write Pre Driver if used and/or the Write Driver. The alternations in input level provide the current switching which in turn provides the flux changes of the recording.

The function of the 'and' block A can be modified to suit the code used for recording by the use of an encoder. These circuits will be covered later when we discuss codes. There is one other function that can be included in the Block A and that has to do with Pre Compensation. Consider for a moment the transition density curve Figure 4.3 and the interaction between transitions that cause the reduction in amplitude and pulse shift. When writing a data pattern there is not a constant density but discreet changes in density depending on the data content and the code used. The plot for bit shift or pulse shift included in the density curve was achieved by measuring the peak spacing between two adjacent transitions separated by long areas of no transitions. This type pattern can also occur in a data stream for some codes. If we were to write the transition in such a way that a pulse that is shifted early in time compared to its true position could be compensated for by writing the transition late. Similarly a pulse that is shifted late can be corrected by writing it early. Thus when this signal is read back the pulses are very nearly back to their true position. This is know as Pre Compensation. When a head-media choice
**Figure 5.29 A**
NRZ to NRZI Converter

**Figure 5.29 B**
Parallel to Serial Converter

**Figure 5.29 C**
Data Waveforms NRZ to NRZI
D. DATA

is made for a particular machine design, compromises can be made that can increase
the density beyond that safely obtainable by using Pre Compensation. Generally
speaking for the FM codes Pre Compensation is advisable below a resolution of
0.7 and definitely required below 0.6. The subject of codes is discussed later.
The circuits chosen to implement Pre Compensation must consider any parallel
delays in the logic paths as any unsymmetry there will write bit shift. This
can best be achieved by using logic gates from the same clip for all parallel
functions. As we begin the design we need to determine the number of discreet
shifts required. These depend on the code used and the transition density
chosen. For example, one code might exhibit two levels of bit shift, ± 5 and
± 9ns. These are sufficiently far apart that it would be expedient to design
a system that implemented the shifts. A truth table then needs to be generated
that describes the pattern and the expected shifts. We will leave this function
to the chapter on codes as the implementation of the code is done simultaneously.
This will suffice for the present.

We have now completed the blocks used for writing with a single head. There
were many blocks described for each function. How they are put together and
which block is chosen depends on the power supply, biasing, bit timing vs.
circuit delays such as saturated transistors, intended cost goal, and the
head - media interface magnetically and electronically.
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Referring to the block diagram Figure 5.1, locate the Read Pre Amplifier. This particular block determines the basic signal to noise ratio of the machine. It also provides the functions of signal amplification and impedance change. When reading a head signal which is the result of the \( \frac{d\phi}{dc} \) of the recorded transitions the windings of the head are connected to the Pre Amplifier. The amplifier also has some input capacitance and some input resistance, Zin. Since we are concerned with a maximum voltage at the Pre Amplifier input for voltage amplifiers, the concept of impedance matching is incorrect. We must, however, properly damp the RLC network as previously discussed such that we have a zeta of 0.7 for a maximally flat bandpass. Now R and C of the head adds appropriately to the Zin and Cin of the amplifier and must be included in the calculations.

Single ended amplifiers, which most engineers are familiar with, have poor common mode rejection meaning that for any ground shift voltage, power supply voltage noise, or magnetic and electric field noise coupled into the signal leads the amplifier will treat them as if they were signal. This is disastrous for high speed magnetic recording. For this reason all wide bandwidth read amplifiers use the differential connection as illustrated in Figure 6.1. Differential amplifiers have excellent common mode signal rejection and common mode power supply noise rejection.

The differential connection itself needs some basic understanding. Head signals are usually referred to in volts, peak to peak, Differential. This means that the voltage across the two inputs or outputs is measured between the two inputs or outputs as a Peak to Peak value. An oscilloscope is the usual measuring instrument. The usual oscilloscope set up is A - B for the two inputs.
**Fig 6.1**

Read Preamp Configuration

---

**Fig 6.2 A**

Single Ended and Differential Signal Levels

---

**Fig 6.2 B**

Center Tapped Head

\[ L_T = L_1 + M_1 + L_2 + M_2 \]
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If we measured 2 mV PP differential signal between points A and B, we would then expect to measure 1.0 mV PP between point A and ground also from point B and ground. This is referred to as 1.0 mV PP single ended. (S.E.) The term "differential" means the difference in voltage between terminals A and B. In Figure 6.2A we can see that the voltage difference between terminal A and B at point C is 
\[+0.5\text{mV} - (-0.5\text{mV}) = +1.0\text{mV}\] (EQ 6.1).
Similarly, at point D we measure 
\[-0.5\text{mV} - (+0.5\text{mV})=-1.0\text{mV}\] (EQ 6.2).

The resultant waveform would be a voltage with an amplitude of 
\[1.0\text{mV} - (-1.0\text{mV}) = 2.0\text{mVpp differential}\] (EQ 6.3). We could look at the following relationships.

\[2\text{mV PP diff} = 1\text{mV PP SE} = 0.5\text{mV BP SE}\] (EQ 6.4)

where S.E. is single ended, and B.P. is base to peak.

We could add to the complexity and say that this signal is 0.707mV RMS Differential or we could say it is 0.3535mV RMS single ended.

With the above background we can now talk about the amplifier itself. The parameters we are most concerned with are high gain, wide bandwidth, low noise, low output impedance, and high input impedance with a differential connection and high common mode signal and power supply rejection.

The input signals are typically in the low millivolt to microvolt range. This immediately requires that the amplifier noise referred to the input must be considerably lower than these levels. For example, we require an amplifier that has a Signal to Noise ratio of +30 db, meaning

\[S \quad 20 \log \frac{S}{N} = 30 \text{ db}\] (EQ 6.5)
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For an expected 1.0 mVPP signal, \( S \), we need to first convert this to 0.3535 mV RMS differential. The noise limit can then be calculated from

\[
\text{Antilog} \frac{30}{20} = 31.622 = \frac{S}{N} = \frac{0.3535 \text{ mV RMS}}{N} \quad \text{(EQ 6.6)}
\]

\[
N = \frac{0.3535 \text{ mV RMS}}{31.622} = 11.17 \text{ micro volts RMS Diff.} \quad \text{(EQ 6.7)}
\]

If the amplifier gain were 100 then we would expect to measure 1.117 mV RMS of noise at the amplifier output. The amplifier input impedance and the source impedance play a dominant role. There are two sources of noise to consider, first the voltage and shot noise, meaning with the inputs shorted together we would measure an output noise equal to this internal noise voltage source times the amplifier gain. The second noise source is a noise current. To develop a voltage we simply multiply this noise times the input circuit impedance. In our case this is an RLC circuit; therefore, we would expect it to vary with frequency. There is a third noise source called \( \frac{1}{F} \) noise, but as this is below a few cycles and most magnetic recording occurs at much higher frequencies, we can effectively ignore this noise.

If the head were purely resistive then we could add the two noise sources as the root mean square:

\[
K \sqrt{Vn^2 + InR^2} = K(\text{effective noise}) \quad \text{(EQ 6.8)}
\]

where \( K \) is the gain of the amplifier and \( R \) is the resistive head.
**FIG 6.3**

AMPLIFIER NOISE SOURCES

**FIG 6.4**

\[ V_{Nh} = (\text{HEAD IMPEDANCE})(I_N) \]
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This becomes complicated as we use the true head impedance. The noise is no longer white noise, but is coloured by the reactive head, Figure 6.4. Generally we connect the head and measure the noise as a total noise instead of trying to separate the various types of noise.

We may choose a commercially available Pre Amplifier or we may design our own. The Fairchild μα733 is one that has desirable characteristics. Flexible gain, reasonable input impedance, fairly low output impedance, very good Common Mode Rejection Ratio and about 12μV of noise measured in 10MHZ bandwidth. The amplifier bandwidth is around 70.MHZ. A variation of the μα733 design is the Signetics SE592. The basic difference is in the use of a pair of current sources instead of a single source supplying the first stage. The basic connection is a common emitter differential pair driving a common emitter second stage with shunt feedback. The output stage is common collector. These two commercial devices will suffice as long as the head signal is several mV minimum, and the head impedance is low. When lower level head signals are involved, then a better amplifier is needed. There is another connection that might be better and that is the cascode stage. Here the input impedance is about the same, but Miller feedback is considerably reduced. The shunt feedback connection does reduce the Miller feedback from that of a straight gain stage using a common emitter circuit. Compare these circuits in Figure 6.5 thru 6.7.

The low noise is achieved by the use of transistors that have very low base resistance, \( r_{ib} \). A selection can be made based on \( r_{ib} \), breakdown voltage and \( F_t \). If desired, the amplifier could be designed and integrated as
Fig 6.5 MA 733
Schematic (Fairchild)

Fig 6.6 NE 592
Schematic (Signetics)

Fig 6.7 Cascode Connection

Advantages:
1. Guard part is less than 0.1 mV
2. Gain
   $$ A = \frac{R_L}{R_C} \frac{V_e}{V_i} $$
   $$ V_i = \frac{V_e}{1 + \frac{R_C}{R_e}} $$
   $$ V_i = \frac{V_e}{V_e} = 1 $$

$$ \text{Miller capacitance} = \left(1 + A\right) C_{OC} $$
   $$ = 2 C_{OC} $$
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an IC using the design rules for the pertinent parameters.

We will design several Pre Amplifiers here in order to show the method, considerations and procedures.

The basic amplifier will be done first; see Figure 6.8. Simply, the input impedance differentially is equal to \(2(\beta e + Rm) \beta_{CE}\) (EQ 6.9). There are other considerations involving the collector, but we will ignore those. The output impedance differently is \(2(\beta_{BEF_1} R_L + re_2 + Rm)\) (EQ 6.10).

The gain differentially is \(\frac{2 R_L}{2(\beta e_1 + Rm_1)}\) or \(\frac{R_L}{\beta e_1 + Rm_1}\) (EQ 6.11)

where \(re\) is the emitter resistance, \(Rm\) is the bonding resistance internal to the transistor.

These simple equations suffice as they will give us the true value within a few percent. If we have chosen a transistor with sufficient \(Ft\), then the bandwidth will be determined by the Miller effect and any stray capacitance.

The Miller effect is worse if the input source resistance is large and less if it is low.

\[
V_1 = V_{in} + \frac{V_o R_s}{R_s + \frac{1}{Cs}} \quad \text{From Fig 6.9}
\]

\[
V_0 = V_i \left(\frac{-R_L}{\beta e + Rm}\right) \left(\frac{R_s + \frac{1}{Cs}}{R_L + R_s + \frac{1}{Cs}}\right) \quad \text{EQ 6.13}
\]
**Fig 6.8** Simple Differential Pre-Amplifier

Gain \( A = \frac{R_L}{V_c + R_L} \)

Load \( Z_0 = \frac{R_L}{\beta} \)

**Fig 6.9** Miller Feedback Considerations

Choose a low \( C_{ob} \) device

**Fig 6.10** Miller Feedback Reduction

Input resistance \( R = \frac{V_{input} 	imes C_0 	imes \mu}{I_R} \)
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substituting and rearranging we get:

\[ A = \frac{V_o}{V_{in}} = \frac{R_L (R_S + \frac{1}{C_S})}{(r_e + R_m)(R_L + R_S + \frac{1}{C_S}) + R_L} \]  \hspace{1cm} (EQ 6.14)

If we allow Rs \to 0 then we have the case of zero input resistance which is close to the case of being driven by an emitter follower.

\[ A_{r_S \to 0} = \frac{1}{R_L (C_S)} \hspace{1cm} (EQ 6.15) \]

If the frequency is raised so that \(|\frac{1}{C_S}| = R_L\) in magnitude, then the equation reduces to:

\[ A = \frac{R_L^2}{(r_e + R_m)(2R_L) + R_L} = \frac{R_L}{2(r_e + R_m) + 1} \]  \hspace{1cm} (EQ 6.16)

which indicates that the true -3db point for the zero Rs case is slightly lower than where \(|X_C| = R_L\).

The whole object is to show that as long as we use the circuit of Figure 6.8, we will not get good bandwidth even if we drive the inputs with emitter followers in order to reduce Rs (Figure 6.10).

Notice also that the bandwidth reduces quickly if \(R_L\) is large. This may be acceptable, though, so we will finish the design. The current source and the dynamic range needs to be considered next. The power supply +V can be
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determined from the current source

\[ V_{dc} = +V - \left( \frac{I_{\text{source}}}{2} \right) RL \left( \frac{\beta}{1 + \beta} \right) \]  \hspace{1cm} \text{(EQ 6.17)}

In order to get sufficient reverse bias on the collector junction, we can refer to the transistor plots of constant bandwidth as a function of \( V_{CE} \) and \( I_C \). Choosing the \( V_{CE} \) for the best bandwidth, we only need to assure ourselves that the negative output signal swing which is the input signal times the gain cannot saturate the collector junction.

\[ V_{in} \leq \frac{V_{in \max}}{PP \ SE} \ll f(I_{\text{source}}) \frac{\beta}{1 + \beta} \frac{RL}{RL} \]  \hspace{1cm} \text{(EQ 6.18)}

and  \( V_{in} - V_{be} \ll (I_{\text{source}})(\frac{\beta}{1 + \beta}) RL \)  \hspace{1cm} \text{(EQ 6.19)}

If these three equations are satisfied in the worse case, we have established the +V level. For example, using the parameters below determine the values required using the circuit of Figure 6.10.

- \( \beta = 70 \ \text{Min} \)
- \( F_t @ 2.\text{ma} = 400 \ \text{MHZ} \)
- \( C_{ob} = 5.\text{PF} \)
- \( V_{in \ max} = 10.\text{MV}_{PP \ diff} \)
- \( F \ \text{sig max} = 5.\text{MHZ} \)
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First we will design for a bandwidth of at least 50 MHZ so that we have control of the phase over a manufacturing run.

With an emitter follower input we can assure that Miller effect is small therefore the roll off is approximately when \( |X_C| = R \). Notice that we have several capacitors in parallel, \( C_{ob} \) of the amplifier, \( C_{ob} \) of the emmitter follower and some \( C_{be} \) of the emitter follower plus stray capacitance.

\[
C_t = 2C_{ob} + C_{be} + C_{st} = 10 + 3 + 5 = 18 \text{ pf}
\]

(EQ 6.20)

assume 20 pf

\[
X_C = \frac{1}{2\pi f C} = \frac{1}{(2\pi)(5 \times 10^7)(2 \times 10^{-11})} = 1.59 \times 10^2 \Omega
\]

(EQ 6.21)

Therefore \( R_L \) cannot be greater than 150 Ω

At a current of 2.0 ma per transistor we need a current source of 4.0 ma.

The gain of the 2nd stage is approximately

\[
\frac{R_L}{A_2 = \frac{150}{re + R_m} = \frac{26}{2ma}} = 8.333
\]

(EQ 6.22)

The V swing across the \( R_L \) is

\[
V_{RL_{pp}} = \frac{V_{in_{pp}}}{2} A_2 = \frac{10 \text{ mv}}{2} 8.333 = 41.665 \text{ mv pp se}
\]

(EQ 6.23)

The max DC capability of the output V swing is

\[
(I_s)(R_L) = (4.0 \text{ ma})(150) = 600.0 \text{ mv pp se}
\]

(EQ 6.24)

which is well above the 41.665V expected.
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We need about 5 volts reverse bias on the collector junction as the Vcc needs to be greater than

\[
V_{cc} - V_b - V_{RL} \geq 5V \quad \text{(EQ 6.25)}
\]

\[
V_{cc} - (-0.75V) - (2.0\text{ma})(150\Omega) \geq 5V
\]

\[
\therefore V_{cc} \geq +4.55V
\]

to allow for worse case conditions let us choose 6.0V for Vcc.

The output quiescent voltage is then (nominal)

\[
V_{C_2} - V_{bc_3} = 6.0V - (2.0\text{ma})(150\Omega) - 0.75V = 4.95V \quad \text{(EQ 6.26)}
\]

If we choose the negative supply as -6.0V then the current source if a resistor should be (nominal)

\[
R_1 = \frac{|2V_{be} - 6.0V|}{2I_c} = \frac{|1.5V - 6.0V|}{4.0 \text{ ma}} = 1.125\text{K}\Omega \quad \text{(EQ 6.27)}
\]

Similarly we can calculate the input emitter follower resistor for a 2.0ma current as (nominal)

\[
R_2 = \frac{|V_{be} - 6.0V|}{2.0\text{ma}} = \frac{0.75 - 6.0V}{2.0\text{ma}} = 2.625\text{K}\Omega \quad \text{(EQ 6.28)}
\]

The output emitter follower can only be calculated if we know the impedance we will be driving. Let us assume we will drive a 300\Omega load. Our output swing is 41.66 mVpp. This requires that we be able to pull down the emitter voltage such that it can follow.

\[
VE = \frac{V_{out}}{V_{CC}} \quad \text{Volts} = \text{Volts}_{peak}
\]

\[
\frac{V}{I} = \frac{I}{V}
\]

\[
R = \frac{V_{out}}{I}\text{peak}
\]

\[
7.9
\]
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\[
\frac{V_{o \, pp}}{R_o} = \frac{41.66 \text{ mVpp}}{300 \Omega} = 0.1388 \text{ ma required.} \quad \text{(EQ 6.29)}
\]

Output capacitance will increase this value.

We can provide this current easily with our 2.0 ma sources

\[
R_6 = \frac{V_o - (-6V)}{2.0 \text{ ma}} = \frac{4.9v + 6.0v}{2.0 \text{ ma}} = 5.45K, \text{ nominal} \quad \text{(EQ 6.30)}
\]

The true gain is not the 8.33 of EQ 6.22, but is modified by the two emitter followers.

The gain is approximately

\[
\frac{R_2}{\frac{1}{Y_{c1}} + R_2} = \frac{R_0 + R_6}{r_{e3} + \frac{R_6 R_6}{R_6 + R_6}} = (8.33) \quad \text{(EQ 6.31)}
\]

\[
\frac{2.625K}{2} + \frac{2.625}{2} = \frac{(5.45K)(0.5K)}{5.45K + 0.5K} = (8.333) \quad \text{(EQ 6.32)}
\]

The above was done to show the attenuation of the other stages and in practice you will measure very close to this.

7.10
**Fig 6.11**

**Attenuation thru emitter followers**

**Fig 6.12 A**

Current source from discrete components

**Fig 6.12 B**

Current source matched Vbe
Transistor pair or integrated

**Fig 6.12 C**

Stabilized Wilson current source
Integrated version

**Fig 6.13**

Discrete or integrated amplifier with forced current - Vbe balance

**Fig 6.14**

Bode plot of amplifier of Fig 6.13
Let us look at the effect of the current source resistor. If there is a 1.0 Voltpp noise signal on the input, then we would expect the output quiescent voltage to vary.

It would be

$$\Delta V_o = R_L \Delta I = \frac{1.0V}{1.125 \Omega} = 0.1333 \text{ volts} \quad \text{(EQ 6.33)}$$

Depending on the balance of the circuit we would expect some of this change to appear in the output as a differential signal. Assume the balance was 2% off then the output would contain 2% (0.1333v) or 2.666 mV noise.

If our minimum input signal were 1.0 mV then the output would be

$$(8.059)(1.0 \text{ mv}) = 8.059 \text{ mv} \quad \text{with a 2.666 mV noise for a } S/N \text{ of } \frac{8.059}{2.666} = 3.02:1 \quad \text{(EQ 6.37)}$$

which is disastrous.

Well, what can be done? There are several. One is to provide the best balance in both transistor parameters and resistor values, and second to make $R_1$ a current source. Now the current will not vary with noise and the current balance is optimized. A current source is shown in Figure 6.12.

The current source is calculated as follows:

$$I_s = \frac{|V| R_3}{R_2 + R_3} - V_{be} \quad \frac{R_1}{R} \quad \text{(EQ 6.35)}$$
Notice the placement of the capacitor C. This is positioned in order to reduce noise across R1, which determines the actual current. Its value is high enough so that the lowest frequency component of noise is sufficiently attenuated.

The second current source type is shown in Figure 6.12B. It is basically a Wilson source.

Now we have got a very good idea of what the nominal case should be. We have no idea of what will happen worse case. Let us pursue this as it is a very important consideration. Worse case is always figured to use the various parameters in the direction that emphasizes the calculation in the direction desired.

The minimum value of stage current (non current source version) is obtained by modifying EQ 6.27. (use 5% values)

\[
I_{\text{min}} = \frac{|-2 V_{\text{be max}} - V_{\text{min}}|}{R_{\text{1 max}}} = \frac{|- (2)(0.80v) - (-5.7v)|}{1181 \Omega}
\]

\[
= 3.471 \text{ ma} \quad \text{instead of our desired 4. ma}
\]

This includes the temperature effects on V_{be}.

Similarly, we can calculate the maximum current

\[
I_{\text{max}} = \frac{|-2 V_{\text{be min}} - V_{\text{max}}|}{R_{\text{1 min}}} = \frac{|-(2)(0.7v) - (-6.34v)|}{1068 \Omega}
\]

\[
= 4.588 \text{ ma}
\]
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The output voltage variations are complex. We will take the straight forward case first.

\[
V_{o\text{ min}} = V_{cc\text{ min}} - \left[ \left( \frac{I_s\text{ max}}{2} \right) \left( \frac{\beta_2\text{ max}}{1 + \beta_2\text{ max}} \right) \right] \frac{R_L\text{ max} - V_{be3\text{ max}}}{1 + \beta_3\text{ min}}
\]

\[
= 5.70V - \left[ \left( \frac{4.588}{2} \right) \left( \frac{300}{1 + 300} \right) \right] 157\Omega - 0.8V \quad (EQ\ 6.38)
\]

Notice that \( I_s\text{ max} \) really depends on \( V_o\text{ min} \), therefore, the current is not the true maximum at all but less. We can best calculate a usable value by assuming a straight 2 ma for \( I_s\) and ignoring the fact that it is worse than worse case, but this is acceptable.

\[
\therefore \quad V_{o\text{ min}} = 5.70V - (2.286 ma - .006 ma)157\Omega - 0.8V \quad (EQ\ 6.39)
\]

\[
= 4.460V
\]

Similarly we can obtain \( V_{o\text{ max}} \)

\[
V_{o\text{ max}} = V_{cc\text{ max}} - \left[ \left( \frac{I_s\text{ min}}{2} \right) \left( \frac{\beta_2\text{ min}}{1 + \beta_2\text{ min}} \right) \right] \frac{I_s\text{ min}}{1 + \beta_3\text{ min}} \frac{R_L\text{ min} - V_{be3\text{ min}}}{1 + \beta_3\text{ max}}
\]

\[
= 6.30V - \left[ \left( \frac{3.471}{2} \right) \left( \frac{70}{1 + 70} \right) \right] \frac{2.0 ma}{1 + 70} 143\Omega - 0.70V
\]

\[
= 6.30V - (1.711 ma - .028)143 - 0.70v
\]

\[
= 5.36v \quad (EQ\ 6.40)
\]

There is a 0.9v difference between the two worse cases meaning that in manufacturing we will see this spread.
READ CIRCUITS

In actuality it is worse than this because we cannot buy discreet transistors with Vbe's so well matched. Let us look at the Ic current again.

For this we need to refer to the Vbe vs. Ic curves as well as the spread between devices. This spread can be as great as a tenth of a volt at these currents. The unbalance then becomes,

$$\Delta I = \frac{0.1v}{2(26)} = \frac{4.41\, ma}{26}$$

This means that one transistor is drawing almost all the current and the second is nearly cut off - drawing only

$$4.588 - 4.41 = 0.178\, ma$$

The amplifier is useless to us if built out of discreet transistors. Now do you see the advantage of doing a worse case analysis. We can modify the circuit to force current balance by employing two current sources of half the value and adding a capacitor of a suitable value between the emitter as shown in Figure 6.13. Now balance is restored, but at the cost of a zero and Pole in the gain equation (6.42) for low frequencies.

$$A = \frac{R_T}{r_e + R_m + \frac{1}{cs}}$$

$$= \frac{R_L}{C(r_e + R_m)S + 1}$$

(EQ 6.42)
The gain curves are shown in Figure 6.14.

Usually for a low voltage low current stage we do not need to worry about the power dissipation of the transistors, but we will calculate those values anyway. This combination cannot occur but it will assure us that we are safe.

\[
P_{w\text{ max}} = (I_{c\text{ max}}) V_{ce\text{ max}}
\]

\[
= \left(\frac{4.588 \text{ ma}}{2}\right) \left(\frac{\beta_2 \text{ max}}{1 + \beta_2 \text{ max}}\right) \left[V_{cc\text{ max}}^2 V_{be\text{ max}} - \left(\frac{4.588 \text{ ma}}{2} \left(\frac{\beta_2 \text{ max}}{1 + \beta_2 \text{ max}}\right) - \frac{I_3}{1 + \beta_3 \text{ max}}\right) R_{L\text{ min}}\right]
\]

\[
= \left(\frac{4.588 \text{ ma}}{2}\right) \left(\frac{300}{301}\right) \left[6.3V + 1.6V - \left(\frac{4.588 \text{ ma}}{300} \right) \left(\frac{300}{301}\right) - \frac{2\text{ ma}}{301}\right] \cdot 143
\]

\[
= (2.286 \times 10^{-3})(6.3 + 1.6 - 3.26 \times 10^{-1}) = 17.314 \text{ mW} \quad \text{(EQ 6.44)}
\]

For a transistor that has a derating factor of 1.7 mw/°C this amounts to a

\[
\frac{17.314 \text{ mw}}{1.7 \text{ mw/°C}} = 10.18^\circ \text{ C rise} \quad \text{(EQ 6.45)}
\]

The two worst resistors are \( R_1 \) and \( R_6 \). These are respectively

\[
(I_{1\text{ max}})(V_{R\text{ max}}) = \left(\frac{1 - 2V_{be\text{ min}} - V_{max}}{R_{1\text{ min}}}\right)^2 = 22.48 \text{ mw} \quad \text{(EQ 6.46)}
\]

and

\[
(I_{6\text{ max}})(V_{R\text{ max}}) = \left(\frac{V_{0\text{ max}} + V_{e\text{ max}}}{R_{6\text{ min}}}\right)^2 = \frac{(5.36V + 6.3V)^2}{5.177K} = 26.26 \text{ mw} \quad \text{(EQ 6.47)}
\]
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This completes the design except for the noise. This circuit is quite noisy for several reasons. First the effective noise voltage source resistance $r_{\text{ib}}$ is twice due to the emitter follower input $r_{\text{ib}}$ used to increase the bandwidth and the regular gain transistor input source resistance $r_{\text{ib}}$. Second, the gain is only 8.03 which is not enough to ensure adequate Signal to Noise ratio into the following stages. Third, the common mode power supply rejection and common mode input signal rejection is very poor. All this adds up to a poor choice. Some degree of immunity can be achieved by using transistors that have lower Cob and using current sources and an emitter capacitor. These 3 changes improve the design and permit higher gain. The capacitor could be eliminated if the circuit were integrated where Vbe matching is typically better than 5.mv.

A much better circuit is the cascode amplifier. We will discuss this next. It is easily integrated.

Transistors 5 and 6 are the current sources. The current is fixed by $R_2$ and $R_3$ with $R_1$. Transistors 3 and 4 is the first stage. Its emitter feedback is thru $C$ and its load is $r_e$ of transistors 1 and 2. Then transistors 1 and 2 provide the gain where their load is $R_4$ and $R_5$. The output stage is transistor 7 and 8.

The advantage of this circuit is that the gain of the first stage is one, therefore, Miller capacitance is only $2(\text{Cob})$. This devise can be made large in order to ensure $r_{\text{ib}}$ is small therefore low noise. Bandwidth is determined by $R_4$ and Cob of transistors 1 or 2 and these can be made small in order to reduce Cob.

Let us proceed as we did before and start with the value of $R_4$ and $R_5$.

From 2N918 transistor data,
**Fig 6.15**

**Cascode Pre Amplifier**

Integrated or discrete

**Fig 6.16**

Input attenuation due to head amplifier impedances
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\[ T_{1,2} \text{ Cob} = 1.9 \text{pf} @ 5.0 \text{v} \]
\[ F_t = 1.2 \text{ GHz} \]

\[ \chi_c = \frac{1}{2\pi F_{bw}(\text{Cob}_1 + \text{Cob}_7 + C_s)} \]  
\[ \chi_c = \frac{1}{50.\text{MHZ}(2\pi)(1.9 + 1.9 + 3) \text{pf}} = \frac{1}{(5\times10^7)(2\pi)(6.8\times10^{-12})} = 4.68\times10^2 \Omega \]

use 450 \( R_L \) nominal.

\[ \text{Gain } A_1 = \frac{R_L}{r_{e1} + R_{m1}} = \frac{450}{\frac{26}{2ma} + 5 \Omega} = 25 \text{ nominal} \]  
\[ \text{Gain } A_3 = \frac{r_{e1} + R_{m1}}{r_{e2} + R_{m2}} = \frac{26}{\frac{2}{2} + 5} = 1.000 \]  
\[ \text{(EQ 6.49)} \]

\[ \text{(EQ 6.50)} \]

Therefore the total gain is \((25)(1)\) for the same bandwidth.

Next we will calculate the current sources for 2.0 ma each using our \( \pm 6 \text{V} \) power supplies letting \( R_2 \) and \( R_3 = 500\Omega \) each.

\[ R_1 = \frac{V_s R_3 - 2(2\text{ma}) R_2 R_3}{R_2 + R_3 - \beta + 1 \ R_2 + R_3} - V_{be} \]
\[ = \frac{(6.0)(500)}{1000} - \left( \frac{4\times10^{-3}}{151} \right) \left( 250\Omega \right) - 0.75 \]
\[ = \frac{6.622\times10^{-3}}{2\times10^{-3}} - 0.75 = 1.12K\Omega \]

\[ 7.17 \]
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Notice the effect of the $R_2 \ R_3$ network as a result of base current; it reduces the effective base voltage. This is why we used 500$\Omega$ each. If we chose a value to save current then the loss could be substantial in the worse case analysis.

The output voltage $V_{o}$ becomes an interesting function of all the series bases and the output base.

$$V_{o} = V_{CC} - R_4(I_{R_1})(1 - (3 - 1) - \frac{V_{be}}{\beta + 1})$$

$$= 6V - 450(2.0ma)(1 - \frac{2}{151}) - 0.75v = 4.362 \text{ Volts} \quad \text{(EQ 6.52)}$$

The value of $R_{7-8}$ for the same 2 ma of current simply is,

$$R_{7} = \frac{V_{o} + V_{-}}{2.\text{ma}} = \frac{4.36 + 6.0v}{2.0ma} = 5.18K\Omega \quad \text{(EQ 6.53)}$$

And lastly, the value of $R_{6}$ should be such that the variations in base current of $T_{X1}$ and $T_2$ do not disturb the voltage.

Choose $I_{d}$ of 6 ma then

$$R_{6} = \frac{V_{CC} - 2V_{d}}{6.\text{ma}} = \frac{6.0v - 1.6v}{6.\text{ma}} = 733\Omega \quad \text{(EQ 6.54)}$$

Now we could look at the bandwidth of the first stage collector. Since $A_3 = 1$ the $C_{\text{effective}}$ is $= (1 + A)C_{\text{ob}} = (1 + 1)C_{\text{ob}} = 2 \ C_{\text{ob}} = 2(5\text{pf}) = 10\text{pf} \quad \text{(EQ 6.55)}$

$$\text{BW} = \frac{1}{2\pi RC} = \frac{1}{2\pi \left(\frac{26}{2\text{ma}}\right)\left(10\text{pf}\right)} = 1.22 \text{ GH}$$
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or not worth bothering about except for the effect on the input impedance \( Z_s \).
For a 5 MHZ signal into our head circuit, we get the following due to the differential connection.

If we choose a typical head with \( L_h = 10 \mu h, C_h = 10 \text{ pf} \) and \( C_{ob} = 5 \text{ pf} \), we can calculate \( R \).

\[
\frac{1}{C h R} = 2 \frac{\omega_n}{W_n} \quad \text{and} \quad W_n = \frac{1}{\sqrt{L C_h}}
\]

\[
W_n = \sqrt{(10^{-5} H)(1.5 \times 10^{-11} F)} = 8.165 \times 10^7 \text{ rad} \quad \text{(EQ 6.56)}
\]

\[
R = \frac{1}{(1.5 \times 10^{-11})(2)(.707)(8.165 \times 10^7)} = 577 \Omega \quad \text{(EQ 6.57)}
\]

At 5.0 MHZ this then becomes an attenuator \( \alpha \) of the input circuit.

\[
\alpha = \frac{(R)(-jX_c)}{R - jX_c} = \frac{(577)(-j2.122K)}{577 - j2.122K} = 0.644 \angle 5.48^\circ \quad \text{(EQ 6.58)}
\]

where \( X_c = \frac{1}{2\pi(5 \text{ MHZ})(C_h + \frac{C_{ob}}{2})} = 2.122K \Omega \)

\[
X_L = 2\pi (5 \text{ MHZ})(10\mu h) = 3.14 \times 10^2 \Omega
\]

This value of attenuation is better than the case where Miller effect is large which in turn both lowers the resistor value to keep \( j \) the same, but also increases the capacitance which worsens the attenuation.
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We could complete the design by doing a worse case analysis for gain, $V_0$, power dissipation, and dynamic range, but we have already done that. The use of the cascode stage only adds a slight complication yet permits a low noise design.

The amplifier noise contribution can be calculated from the following equation:

$$V_{n_A}^2 = 2 \left[(4kT B_w)(r_{ib} + \frac{1}{2gm}) + 4 Z_s^2 \rho I_C B_w \left(\frac{1}{B_o} + \frac{1}{\beta^2 (F)}\right)\right]$$  (EQ 6.59)

where $K$ is Boltzman's constant, $T$ is the temperature in Kelvin, $B_w$ is the bandwidth of interest, $r_{ib}$ is the base resistance (base thermal noise), $\frac{1}{gm} = \frac{1}{r_e}$ is the collector transconductance ($\frac{1}{2gm}$ is the collector shot noise), $Z_s$ is the Head impedance, $\rho$ is the charge on the electron, $I_C$ the collector current, $\frac{1}{B_o}$ the Base current shot noise, and $\frac{1}{\beta^2 (F)}$ the collector current noise. The function of frequency is that obtained from the usual noise-frequency curves. If the amplifier bandwidth is much higher than the frequency of interest, we can use the value of $\beta^2$ unmodified. We will address this again.

Lastly, we should consider the two commercially available amplifiers. In using these amplifiers great care should be exercised in adhering to the specifications. For example, to rely on the typical specifications is to invite trouble during a manufacturing run. As is done in worse case analysis we use the parameter in the direction that accentuates the result. When using the mA733C, the gain at the 400 setting can be anywhere between 250 and 600. To calculate the worse case for a minimum input signal we would use the gain of 250 and when doing the maximum input case we use the maximum gain of 600. Now we know what our true output variations will be. These then should be
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considered against S/N ratios for the low gain low input case and against the linearity specifications for the high gain high input case. Assume our minimum input signal is 0.5 mVpp diff, and our maximum signal is 5.5 mVpp diff. The S/N ratio is calculated from the input noise data. But the manual only gives a typical value. We could guess that this value might vary ± 6db and use that in our equations.

First we must convert the 0.5 mVpp diff to RMS diff by dividing by $2\sqrt{2}$ to give $1.767 \times 10^{-4}$ RMS diff

$$S/N = \frac{1.767 \times 10^{-4} V_{\text{rms diff}}}{(2)(1.2 \times 10^{-5} V_{\text{rms diff}})} = 7.365$$

$$\text{in db it is } 20 \log 7.365 = 17.344 \text{ db}$$

This value is very low, therefore, another devise is indicated that has a lower noise or a narrower bandwidth of interest. Similarly for the linearity case.

$$(V_{\text{sig max}})(A_{\text{max}}) = (5.5 \text{ mV})(600) = 3.3 \text{ Vpp diff.}$$

This value exceeds the minimum output voltage swing into a differential load of 2. KΩ by 0.3V. Again the devise is not suitable. Now these two examples were only given to emphasize the parameters of interest that we should concern ourselves with. As long as we use these parts within their specifications we are assured of good performance.

What is the value of input signal that guarantees 30db S/N at 10 MH Bandwidth?

$$V_{\text{in min pp}} = (2)(\text{antilog } \frac{30}{20})(1.2 \times 10^{-5} V)(2)(\sqrt{2}) = 2.146 \text{ mVpp diff (EQ 6.63)}$$
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If we restricted our Bandwidth of interest to 5 MHZ then we could use signals the $\sqrt{2}$ lower or $1.571$ mVpp.

$$\sqrt{\text{Bw of interest}} = \sqrt{\frac{5 \text{ MHZ}}{10 \text{ MHZ}}} = 0.707 = \frac{1}{\sqrt{2}} \quad \text{(EQ 6.64)}$$

Another parameter that requires attention is the offset. At the 400 gain setting, the maximum output offset is 1.5 V which must be subtracted from the dynamic range as published as output voltage swing. Going back to our example, what is the maximum input signal that we can accept and still use the device at this gain.

$$V_{\text{in} \text{pp max}} = \frac{(V_{\text{op max}} - V_{\text{offset max}})}{A_{\text{max}}} = \frac{(3.0 \text{ Vpp} - 1.5 \text{ V})}{600} = 2.50 \text{ mVpp} \quad \text{(EQ 6.65)}$$

From what we have discussed then for a 30 db S/N we need 2.14 mVpp min to input, from the maximum input we are limited to only 2.50 mV or too close for the restrictions we have placed on the circuit.

Let's look at this again for a gain of 100. Again the noise of EQ 6.63 holds. The $V_{\text{in} \text{pp max}}$ needs to be calculated at the new gain using EQ 6.65.

$$V_{\text{in} \text{pp max}} = \frac{3.0 \text{ Vpp} - 1.5 \text{ Vpp}}{110} = 13.6 \text{ mVpp} \quad \text{(EQ 6.66)}$$

which is much more sensible. Now we have at our disposal a dynamic range of 2.14 mV to 13.6 mV that is guaranteed to meet our specifications.

When using the SE 592 there is some improvement in the specification for offset. This is due to the dual current sources used in the input stage. This can be taken advantage of to increase the input dynamic range from the last example to:
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\[ V_{\text{in}_{\text{pp}}} \max = \left( \frac{3.0 - 0.75}{110} \right) = 20.45 \text{ mV}_{\text{pp}}\text{diff} \] (EQ 6.67)

We will need this feature in a later chapter when we are dealing with considerable offsets at the input.

Some improvement in the output swing at lower than 2K output loads can be achieved on both devices by providing more pulldown current at the output emitter followers. This must only be done within the limitations of the output emitter followers current handling capability, the alteration of the quiescent operating point due to the increased base current requirement and the power dissipation increase. This output pulldown current can be supplied either from a pair of resistors connected to the negative supply pin or from a pair of current sources.

These two devices then when used within their specifications can perform quite well as preamplifiers.

One added feature of the SE 592 is in its use of external feedback elements that can perform network filter functions.

A second requirement for the preamplifier function is to interface with the following functions. If the preamplifier, Read, and following amplifiers are very close then the emitter followers provided in all the examples given so far will suffice to isolate the collector load from any following capacitance which is its purpose.

In most cases however the preamplifier is mounted close to the head and any head moving mechanism such as actuators, linear motors, etc. In these cases the output emitter follower is not adequate to drive any intervening cable.
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For example, if we expect a 3.0 V less offset pp differential signal maximum, and we want to drive this into a 92Ω or 50Ω coaxial cable pair, each cable must carry a 1.5Vpp SE less offset/2 signal. At 92Ω Z₀ terminated at one end we need a current drive capability of over ± 8 ma. For best linearity an emitter follower should have over 10 ma current load. This can be provided by a second emitter follower capacitively coupled to the cable. A transistor should be chosen to handle the voltage, current and power dissipation. The function can also be provided by a common emitter amplifier with the collector loads equal to the cable impedance. Both circuits are shown in Figure 6.17A and B.

In Figure 6.17A we need to provide a 92Ω coaxial cable with a maximum of 1.5V pp SE signal. (Use 5% tolerances) (EQ 6.68)

\[
R_E \max = \frac{1.5 \ V_{SE \max}}{Z_0 \min} = \frac{1.5 \ V}{87.4 \ \Omega} = 402 \ \Omega \max
\]

to allow some margin for linearity we need about 10% less or about 360.Ω max. The value of C needs to be large enough to handle the lowest frequency F_L of interest without attenuation

\[
C_{min} = \frac{1\ \Omega}{(2\ \pi)\ 60\ (F_L)(Z_0)}
\]  

(EQ 6.69)
**FIG 6.17 A**

Emitte follower cable driver (half shown)

**FIG 6.17 B**

Common emitter cable driver

R_1 and R_2 may be added if termination is required on both ends of cable

If used gain must use 2Z_0/2 instead of Z_0

**FIG 6.18 A**

Twinaxial cable

**FIG 6.18 B**

Cable impedance Z_0 as seen by driving circuit from either end
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The maximum power dissipation in the transistor is

\[ P_{w \text{ max}} = \left( 1 + \frac{1}{\beta_{\text{max}}} \right) V_{\text{be max}} + V_+ \text{ max} - V_{\text{in min}} \right) (I_E) \left( \frac{\beta_{\text{max}}}{1 + \beta_{\text{max}}} \right) \] (EQ 6.70)

and \( I_E = \frac{V_{\text{in min}} - V_{\text{be max}} + V_{-\text{max}}}{R_{E \text{ min}}} \) (EQ 6.71)

Substituting we get

\[ P_{w \text{ max}} = \left( 1 + \frac{1}{300} \right) 0.80V + 6.3V - 2.0V \right) \left[ \frac{2.0V - 0.8V + 6.3V}{324\Omega} \right] \left( \frac{300}{1 + 300} \right) \]

\[ = 117.7 \text{ mW} \] (EQ 6.72)

With a T018 can transistor with 1.7 mW/°C thermal transconductance, we would get a \( \frac{117.7 \text{ mW}}{1.7 \text{ mW/°C}} = 69.2^\circ \text{ C rise at the junction.} \) (EQ 6.73)

The second circuit, Figure 6.17B is designed as follows:

The single current source required needs to supply, (this includes 10% margin for linearity).

\[ I_{s \text{ min}} = 1.1 \left( \frac{V_{\text{in pp max}}}{Z_0 \ \Omega \text{ min}} \right) = \left( \frac{1.5V}{87.4} \right) 1.1 = 18.8 \text{ ma min} \] (EQ 6.74)

If this current source were a resistor to +6v and \( V_{\text{in}} \) were +3.0 V_max then that resistor would be

\[ R_{s \text{ max}} = \frac{V_+ \text{ min} - V_{\text{in max}} + V_{\text{be max}}}{18.8 \text{ ma}} = \frac{5.7v - 3.0v + 0.8v}{18.8 \text{ ma}} \]

\[ = 186.1 \Omega \] (EQ 6.75)

The true resistor will be 5% less or 176.8 Ω
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We had best use a current source and we would get better results for
CMR performance.

We next need to calculate the resistor $R_E$. If we design for a gain for
the stage of $1_{\text{nom}}$ then

$$R_m + r_e + R_E = Z_0 \quad R_{E \text{ nom}} = 92 \Omega - \frac{26}{20 \text{ ma}} - 5 \Omega = 85.7 \Omega \quad \text{(EQ 6.76)}$$

Notice that we could ignore $r_e + R_m$ as they are small compared to $R_E$. If we
did we would only be off a few percent.

The same stage could be designed with two current sources of half value
with a single resistor of $2 R_E$ between them and still get the same DC and AC
results. But if the current were supplied by resistors, then the gain equation
is modified and the CMRR would be considerably degraded.

We next need to verify that the transistors will not be saturated. If
we had a 3.0V min input DC and a 1.5V max AC pp signal $SE$ then the base will
be

$$V_{DC \text{ min}} - \frac{V_{AC \text{ SE max}}}{2} = 3.0V - \frac{1.5V}{2} = 2.25V \text{ min} \quad \text{(EQ 6.77)}$$

The collector swing is the maximum current times the $Z_o \text{ max}$ or

$$(20.0 \text{ ma})(96.6 \Omega) = 1.93V \quad \text{(EQ 6.78)}$$

this leaves us $2.25V - 1.93V = 0.32V$ of margin worse case.
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If we were to use the μa 733 or SE 592 the $V_{\text{inDC}}$ would range from 2.4 to 3.4 volts so some restrictions would need to be placed on the maximum output $V$ swing to avoid collector saturation worse case.

If we used 50Ω coax cable all the currents would need to be increased accordingly. Also if we intend terminating the cable at both ends the current and gain resistors will need correction. (See Fig. 6.17b & 6.17a)

A better cable is a twinaxial cable. It consists of a shielded twisted pair with good control of $Z_0$. The impedance is listed as ohms differential. For our 92Ω coax case, they could be replaced with a 184Ω twinax cable with all the equations for current etc remaining the same as 184Ω differential equals 92Ω single ended. Normal twisted pair is around 125Ω requiring increased driving currents for the same signal swing. The $Z_0$ of the calculations is $\frac{1}{2}$ the $Z_0$ of twinax cable. (Fig. 6.18a-b)

We will leave this exercise up to the student to worse case the design. The main benefit of twinaxial cable is its inherent balance. This is required for phase balance as well as amplitude balance which maintains the Common Mode Rejection of the system while reducing noise pick up.
ADDENDUM FOR CHAPTER 6

A separate series of preamplifiers are used in the tape drive industry. None are presently used in the disc drive industry, although some thought has been given to their use. The preamplifiers considered are the common base type. This type can be made true differential by driving the centertap with a single current source or by capacitive coupling and a pair of current sources. The interposition of the diode matrix forces this type of coupling due to the large offset voltages.

Figure 6.18 A thru C show variations of the same basic type. The gain of these stages is not much different from the gain equations previously given. We will develop this equation.

$X_{RD}$ is the total number of series diodes that would be used if a matrix were required. It is for this reason that this type of Preamplifier is not used in the disc drive industry. Also the noise contribution of each diode should be taken into account. The gain is a function of the head impedance. Whereas the attenuation of the head circuit was previously considered, it now shows up in the total gain of the amplifier.

Deriving the gain equation as EQ 6.79, we can see the total effect. We will not include a damping resistor as we do not need it because the amplifier load is high $(2r_e)$. From Figure 6.19 we get:

$$i_{W(s)} = \frac{1}{C_5} \frac{R_T}{C_5 + R_T} \frac{V_{i(s)}}{R_T \left( L \frac{1}{C_5} + \frac{1}{C_5 + R_T} \right)}$$

(EQ 6.79)

where $R_T = 2X_{D} + 2r_e$

$$L_{W(s)} = \frac{V_{i(s)}}{R_T LC \left( \frac{1}{C_5} + \frac{1}{\frac{1}{C_5} + R_T} \right)} = \frac{V_{i(s)}}{R_T LC \left( \frac{1}{C_5} + \frac{1}{\frac{1}{C_5} + \frac{1}{C_5 + R_T}} \right)}$$

(EQ 6.80)
**Fig 6.19 A**
Single Ended Common Base Amplifier

**Fig 6.19 B**
Capacitively Coupled Head to a Common Base Amplifier

**Fig 6.19 C**
Matrix Connected Common Base Amplifier with Capacitive Coupling to Eliminate Diode Offsets

**Fig 6.20 A**
Equivalent Circuit

\[
A = \frac{\sqrt{\frac{1}{(XR_0)^2} + \frac{1}{4RC}}}{2}
\]

**Fig 6.20 B**
Gain Stage

\[
B = \frac{\sqrt{\frac{1}{(XR_0)^2} + \frac{1}{4RC}}}{2}
\]

**Fig 6.21**
Graph showing A and W with 6 dB/10T and 12 dB/10T marks.
which becomes in the standard form:

\[ i_{(\omega)} = \frac{V_{i(\omega)}}{R_t (\omega^2 + 2 \alpha \omega \Omega + \Omega^2)} \]  

(EQ 6.81)

Now

\[ V_{o(\omega)} = 2 R_e i_{(\omega)} \]  

(EQ 6.82)

\[ A(\omega) = \frac{V_{o(\omega)}}{V_{i(\omega)}} = \frac{2 R_e \omega_i \alpha}{R_t (\omega^2 + 2 \alpha \omega \Omega + \Omega^2)} \]  

(EQ 6.83)

where

\[ R_t = 2RX + 2Re = 2(XR + Re) \]

We could cancel out the two's then to get

\[ A(\omega) = \frac{R_e \omega_i \alpha}{(XR + Re)(\omega^2 + 2 \alpha \omega \Omega + \Omega^2)} \]  

(EQ 6.84)

which would be the single ended gain which is the same as the differential gain.

Since

\[ 2\alpha \Omega = \frac{1}{R_tC} \]

we can see the effect of the series diodes and the input resistance \( 2r_e \) of the amplifier on the gain. The gain is inversely proportional to the matrix diodes added.

If we were to damp the circuit for a zeta of .707 for maximally flat current input and/or gain as a function of frequency we would need

\[ R_{SERIES-TOTAL} = \frac{1}{2 \Omega \omega C} = \frac{1}{(1.414)(\omega C)} \]  

(EQ 6.85)

If we had a 10\( \mu \)h head with 25.PF capacitive load, we would require

\[ R_T = \frac{\sqrt{10^{-5} \cdot 2.5 \times 10^{-11}}}{1.414 (2.5 \times 10^{-11})} = 4.47 \times 10^2 \]  

(EQ 6.86)

Obviously this would cut down the gain available considerably.
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If we restricted ourselves to \( \frac{R_s}{L} = \frac{R_0}{L} + \frac{\tau}{L} = 13 \omega + 13 \omega \) then
the Bode plot as shown in Figure 6.20 is obtained.

\[
A_{\text{corner}} = \frac{1}{XRC} - \sqrt{\left(\frac{1}{XRC}\right)^2 - 4 \frac{L}{LC}} = 5.24 \times 10^6 \text{ rad} \text{ or } 8.55 \times 10^5 \text{ Hz} \quad (\text{EQ } 6.87)
\]

\[
B_{\text{corner}} = \frac{1}{XRC} + \sqrt{\left(\frac{1}{XRC}\right)^2 - 4 \frac{L}{LC}} = 1.53 \times 10^9 \text{ rad} \text{ or } 2.44 \times 10^8 \text{ Hz} \quad (\text{EQ } 6.88)
\]

The significance of all this is that for signals of interest between the corners we have a 6 db/octave gain reduction. It might be of interest to compare the gain equation if there were no capacitor.

\[
P_1 = 2 R_L \alpha C = \frac{2 R_L \alpha}{Ls + 2XRC + 2\tau \omega} = \frac{2 R_L \alpha}{L \left( s + \frac{2 (XRC + \tau \omega)}{L} \right)} \quad (\text{EQ } 6.89)
\]

The Bode plot as shown in Figure 6.21 has only one pole located at \( L/R_T \).
For our 10 \( \mu \)H head with \( 2(26) \Omega \) series resistance it would be located at \( 5.2 \times 10^6 \) radians or \( 8.27 \times 10^5 \) Hz. The addition of the capacitance then makes a considerable difference in the plot.

The advantages of such an amplifier, of course, is the reduction of noise. This is achieved from two sources -- first the reduction in bandwidth, and second the very low input impedance lowers the electrostatic noise field interference, but it does worsen the electromagnetic noise interference. Shielding and twisted cable will then help. We will discuss the bandwidth effects at a later time.
**Fig 6.22A**

**No Capacitive Loading Equivalent Circuit**

**Fig 6.22B**

**Gain Stage**

\[
\frac{2R_{L0}}{L} \sqrt{\frac{L}{2(XR_0 + \omega^2)}}
\]

**6dB/Octave**

**Fig 6.23**

**Bode Plot for No Capacitive Loading**
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As shown in the Block Diagram, Figure 5.1, when more than one head is to be used alternately, or non simultaneously, then some means must be provided to electrically separate the heads both during writing and during reading. Early machines accomplished this function by the use of centertapped heads and a diode or diode transistor network.

First let us discuss the write separation function.

In Figure 7.1A two heads are to be electrically separated by the use of diodes. Current flow is from the PNP transistor $T_1$ emitter-collector to the head centertap, thru 1/2 the head winding, the series diode, the conducting Write Driver transistor and out the current source, $I_{source}$. The reversed voltages and diode polarities are used for the PNP version of Figure 7.1B. Again, as discussed in Chapter 6 on Write Drivers, collector saturation is avoided by providing a sufficient voltage on $V_{in}$ or $\overline{V_{in}}$ to allow for the transient, but now also the transistor $T_1 V_{CE} \text{sat}$ and the diode drop. The diode direction is in the direction of current flow when writing so unless some means of reverse biasing them is provided the capacitance of the parallel heads is still connected during the transient. Resistor $R$ are added to reverse bias these diodes when the centertap transistor is cut off. The voltage chosen must exceed the transient. When calculating transistor current this extra Resistor current must be added. The reverse bias voltage must be greater than the transient voltage peak value. Figure 7.2 A and B show the relationships.

Figure 7.2 B is a good way to visualize the various bias drops required to maintain linearity. The transients in both the negative and positive direction are compatible with the diode polarity; therefore, there need only be one damping resistor for all the heads, provided they are all the same, of course, See Figure 7.2C. The capacitance of the head is increased
FIG 7.1A
NPN WRITE DRIVER MULTI HEAD
HALF MATRIX

FIG 7.1B
**Fig 7.2 A**

Waveforms for circuit of Fig 7.1A

**Fig 7.2 B**

Bias diagram for circuit of Fig 7.1A

**Fig 7.2 C**

Current flow during switching transition
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as expected as a function of the capacitance of the reversed biased diodes
and any parallel capacitance. This is shown in Figure 7.3. Looking at only one
side for convenience, we see that the 2 (head capacitance) becomes.

\[
2C_T = 2C_h + C_w + C_{w_1} + \frac{(C_p)(C_{w_2} + 2C_h)(C_{w_3} + C_T)}{(C_p + C_{w_2} + 2C_h)}
\]

(EQ. 7.1)

As we look at the matrix and lump together some of the wiring capacitances
\(C_{w_1-w_4}\) then we can write a new equation.

\[
2C_T = 2C_h + \frac{(C_p)(2C_h)}{C_p + 2C_h}
\]

(EQ. 7.2)

This is handy because we can now address the case where there are more than
two heads that are separated by the matrix circuits. It is obvious that
just adding more and more heads in parallel will just increase the capacitance
and thus lower \(W_n\) which slows down the rise time. If we can make the matrix
two level, meaning that we group the heads into subgroups and then connect
them to the write driver thru a second diode, we can take advantage of this
series parallel network to reduce the capacitance. The general equation
becomes EQ 7.3 if there are \(B\) branches of \(X\) sub branches making a total
of \(X*B = N\) heads.

\[
2C_T = 2C_h + \frac{(X-1)(2C_h)(C_p)}{2C_h + C_p} + \frac{\left[\frac{X(2C_h)(C_p)}{2C_h + C_p}\right]C_p(B-1)}{\frac{X(2C_h)(C_p)}{2C_h + C_p} + C_p}
\]

(EQ. 7.3)

It is easy to see that this equation can be minimized as a function of \(X\)
and \(B\) if we substitute \(C_E\) as the equivalent of \(2C_h\) and \(C_D\) in series.
Fig 7.4 A
Two level matrix to reduce capacitance

Fig 7.3
Coincidence of mutually connected levels

One half of a two level matrix or extended to a 4 level matrix

Fig 7.4 B
D-2 branches
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\[ 2C_T = 2C_h + (X-1)(C_e) + \frac{(X)(C_e)(C_p)}{X C_e + C_p} (B-1) \]  
(EQ 7.4)

For example let \( X \cdot B = N \) heads \( \Rightarrow X = \frac{N}{B} \)

\[ 2C_T - 2C_h = \left( \frac{N}{B} - 1 \right) C_e + \left[ \frac{N}{B} \frac{C_e}{C_e + C_p} \right] (B-1) \]  
(EQ 7.5)

This equation can then be solved for the desired number of heads as a function of the two groups which will minimize the head capacitance. Each head's centertap has its own transistor and reverse biasing resistor. These transistors can then be controlled by a decoder operating from a register. The input base level must be corrected for the transistor emitter voltage chosen. In the example this voltage is ground; therefore, the bases will need to be driven negative.

Figure 7.5A shows one method of interfacing T²L logic blocks. Ground is the best level to return the head to because of the noise usually on the supply voltages. Other configurations are possible that use some reference voltage as long as that reference is quiet electrically. The extra series diodes are considered when making up the bias diagram for the total circuit. This includes the select transistor, all series diodes, any head resistance, the maximum voltage transient (in one direction), any required reverse bias of the Write Drivers, and lastly the variation in base voltage from the Pre Driver Circuit.

The type of diode chosen depends on the write current. Usually a high conductance diode with as low a \( C_D \) as possible is best. Also, the leakage current when reversed biased is very essential as it affects noise in the
network during a read which will be discussed next. A IN4448 diode serves well in this position if the reverse leakage is specified.

The second function of the Matrix is to connect the selected head to the Pre Amplifier as well as block the large voltage swings of the write function from damaging or disturbing the Pre Amplifier. This function is not so straightforward as was the circuit for isolation during write.

Consider the circuit of Figure 7.6A. The nodes A and B can be called the main nodes. Branching off from the main node is the Write Driver circuit isolated with a pair of diodes, D₁ and D₂. The Write Driver circuit also includes the Write Damping network. It should be noted that current flow from the reverse bias source R₁ thru the centertapped write damping resistor subtracts from the write current as seen by the head. This reverse bias is necessary in order to isolate both the Write Driver capacitance and the Write Damping resistors from affecting the read function. It can now be seen that any leakage in any reverse biased diode will affect the read signal. The problem with reading is that the read signal is A.C.; therefore, using diodes not only would form a half wave rectifier but silicon diodes would not even conduct. One way this can be accomplished is to force a small current thru the head and diodes such that they form a conducting path to the Pre Amplifier. The currents for both halves of the head cancel their flux therefore the data is not disturbed magnetically. About 2.0 ma is necessary in order to adequately forward bias the diodes to a sufficiently low series resistance. The Head AC signal now modulates this current which passes the signal to the Pre Amplifier. Resistors R₂ and R₃ are tied to a negative voltage in this example to supply
**Fig 7.5A**
Head select circuits for a grounded pnp transistor (PNP write driver)

**Fig 7.5B**
Head select circuit for a grounded npn transistor (PNP write driver)

**Fig 7.6A**
Single level matrix with read capability

Write and read voltages:

\[
\text{Write} = \frac{R_D \times R_{\text{in}} + R_{\text{in}}}{R_{\text{in}}}
\]

**Fig 7.6B**
Modifications to read common mode voltage swings.
the desired current. The DC voltage at this node $V_{ce, sat}$ is equal to

$$V_{ce, sat} + \left(I_{bias}\right)\frac{R_3}{2} + 2V_o = V_c = V_D$$  \hspace{1cm} (EQ 7.6)

where

$$I_{bias} = \frac{V - V_{ce, sat} - V_c}{R_2}$$  \hspace{1cm} (EQ 7.7)

When writing the head voltage transient as given in EQ 5.23 needs to be blocked by Diodes $D_3$ and $D_4$; therefore, $R_4$ is included to provide the reverse bias. This then means that when writing the Pre Amplifier sees $-V$ on its input. This may not be desirable particularly for some commercial types. The circuit is modified as shown in Figure 7.6B to add another pair of Diodes $D_5$ and $D_6$ to block the large write transient blocking voltage. Another pair of resistors now need to be added to supply current thru $D_5$ and $D_6$ when reading to forward bias them. Also yet another pair of diodes need to be added to clamp this voltage when writing to a value tolerated by the Pre Amplifier.

The current flows are now much more complicated. The extra current $D_5$ and $D_6$ needs to be supplied thru $R_2$ and $R_3$. This current splits between $D_5$ and $D_3$ as also $D_4$ and $D_6$.

We can come close to the real currents as we assume that the diode drops are referenced to the head centertap voltage as shown in EQ 7.8 to the Pre Amplifier input.

$$V_{PA, in} = V_{ce, sat} + \left(I_{bias}\right)\frac{R_4}{2} + V_o + V_{p3} - V_{p5}$$  \hspace{1cm} (EQ 7.8)

where

$$I_{bias} = \frac{V - V_{ce, sat} - \left(V_{ce, sat} + \left(I_{bias}\right)\frac{R_4}{2}\right) + V_D + V_{p3}}{2R_6}$$  \hspace{1cm} (EQ 7.9)

recognizing that we want the current to split at this point.
Now we can make the Resistor $R_s$ equal to

$$R_s = \frac{V_{f_{\text{aux}}} + (-V)}{I_{\text{aux}}} \quad \text{(EQ 7.10)}$$

All this assumes that the $V_D$ drops are equal which is of course not true. These errors will show up as a small unbalance in current in the head as well as an imbalance in voltage at the Pre Amplifier inputs. This latter is disastrous as these voltages are usually several tenths of a volt which the Pre Amp cannot handle without saturating. Going back to the Pre Amplifier circuit of Figure 6.13 and Figure 6.15 or Figure 6.6, we can see a solution. The coupling capacitor in the emitter feedback path effectively isolates the two input mismatches. All we are left with is a small differential unbalance due to the unequal attenuation thru the diodes. This affects the Common Mode Rejection Ratio of the amplifier which needs to be high. The function of Read Damping is accomplished either thru the network or by the addition of another resistor across the output terminals. This is necessary due to the different value of Zeta between Read and Write. A better position would be across the main node. This way the attenuation is lessened. The resistor value for Read Damping is higher than for write damping; therefore, we can leave the Read Damping across the main node for both Read and Write and make the Write Damping resistor for the parallel function to get the lower value required (See Figure 7.8). The attenuation of the head signal is calculated from three simultaneous equations.

$$V_{s_{16}} = C_1 \left( \frac{A}{R_h + L_s + R_p + R_{\text{aux}} + R_b} \right) - C_2 \left( \frac{B}{R_{\text{aux}}} \right) \quad \text{(EQ 7.11)}$$
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\[ \begin{align*}
0 \cdot V &= -i_1 (R_{bnr}) + i_2 (R_{bnr} + R_3 + R_e + R_{by}) - i_3 (R_3 + R_e) \\
&= (\text{EQ 7.12}) \\
0 \cdot V &= -i_1 (0) - i_2 (R_3 + R_e) + i_3 (R_3 + R_e + R_{by}) \\
&= (\text{EQ 7.13}) \\
\mathbf{L} &= (R_3 + R_e) i_3 = (R_3 + R_e) \begin{bmatrix}
A & -B & V_{in} \\
-B & C & 0 \\
0 & -D & 0
\end{bmatrix} = \frac{(B, D, V_{tie})(R_3 + R_e)}{A, C, E - B^2E - D^2A} \\
&= (\text{EQ 7.14})
\end{align*} \]

From the above it can easily be seen that if the Read Damping resistor were in place of \( R_3 \) and \( R_e \) then its necessary low value would greatly attenuate the read signal. As it is, only one pair of diodes cause the main attenuation. All following attenuation is small, \( (R_2 + R_3 \text{ and } R_3 + R_e) \), if the bias voltages are high enough.

We know the Pre Amplifier input voltage from EQ 7.8 and 7.9 is the Reading input voltage. When writing the input voltage is clamped by diodes \( D_7 \) and \( D_8 \). The input voltage during write then is \( V_{D7D8} \). This is common mode and is about -0.7 Volts. It can now be seen that when switching from Read to Write and from Write to Read the amplifier input voltage common mode goes from +0.7 volts to -0.7 volts or a 1.4 \( V \) change. As long as these voltages are true common mode, the amplifier sees no transient, but due to the tolerances previously mentioned, some difference remains which forces large step changes in input voltage. These must be amplified for the duration of the time constants involved. The case where the Pre Amplifier is driven by current sources is easily calculated.

\[ T_{\text{transient}} = \frac{C_e (\Delta V_{\text{bias}})}{I_{\text{source}}} \]  
\( (\text{EQ 7.15}) \)
Fig 7.7
ATTENUATION IN THE MATRIX

Fig 7.8 A
READ DAMPING AT MAIN NODE

Fig 7.8 B
WRITE DAMPING A FUNCTION OF
READ DAMPING IN PARALLEL WITH A
HIGHER VALUE RW_DAMP
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The actual transient time is slightly longer due to the conduction of the previously cut-off transistor during the last portion of the transient (about 0.1 volt). We can calculate $\Delta V_{\text{diff}}$ in the worse case by assuming all diodes in the upper half of the matrix have high voltage drops and all the diodes in the lower half have low voltage drops for similar currents. Also we can take the tolerances in the resistors in such a direction to accentuate the problem.

$$\Delta V_{\text{diff}} = 3V_{p,\text{max}}(I_{\text{max}}) - 3V_{p,\text{min}}(I_{\text{min}})$$

(EQ 7.16)

The associated time must be accounted for in any selection process.

In the multi level matrix the equations for attenuation and $\Delta V_{\text{diff}}$ need to be modified to include the extra levels of diodes or diode drops.

For a two level matrix as shown in Figure 7.4, for example, Equation 7.8 is modified as in EQ 7.17.

$$V_{la,w} = V_{ce,\text{sat}} + (I_{\text{bias}})(R_{a}^{2}) + 2V_{p} + V_{p,2} - V_{p,2} = 1.1V$$

(EQ 7.17)

$$\Delta V_{\text{common mode}} = 1.1V - (-0.7) = 2.1V$$

(EQ 7.18)

and

$$\Delta V_{\text{diff}} = 4V_{p,\text{max}}(I_{\text{max}}) - 4V_{p,\text{min}}(I_{\text{min}})$$

(EQ 7.19)

Similarly we must double both left hand $R_{D}$s of Figure 7.8 to get the attenuation.

As can be imagined, the losses in these networks are substantial. Also, the noise induced by the diode noise and the reduction in Common Mode Rejection play a heavy role in reducing the signal to noise ratio. Obviously, such methods can only be used if the head signal is large compared to the total system noise.
A further problem is that the write transients are not completely blocked from the Pre Amplifier. If we replace the reversed biased diodes leading to the Pre Amplifier by capacitors we can easily see how the Pre Amplifier is overdriven. See Fig. 7.10.

If \( R_D \) and \( R_D' \) are about 10\( \Omega \), the transient is simply

\[
\frac{(V_{\text{transient}})(10 \Omega)}{10\Omega + \frac{1}{C_S}}
\]

If we assume the fundamental frequency component of the transient is 5MHz then the signal transferred is

\[
\frac{\left(7.0V_{\text{reselect}}\right)(10\Omega)}{10\Omega - j \left(\frac{1}{2\pi \times 5 \times 10^6 \times 1 \times 10^{-12}}\right)} = \frac{70.0V_{\text{reselect}}}{10 - j 3.18 \times 10^{-7}} = 2.20 \text{ V} \quad \text{(EQ 7.21)}
\]

These matrices can be inverted polarity wise by using NPN write drivers, reversing all diodes and bias voltages, including the Read Select transistor network feeding \( R_2 \) and \( R_3 \).

A much better method is to provide a separate Pre Amplifier and Write Driver for each head. This has been done in several disc drives since 1977 to great advantage. By mounting an IC containing these circuits on the head or near it most stray capacitances are reduced, common mode unbalances are eliminated and stray field pick up is reduced. Modern Integrated circuitry can perform this function for several heads at once when properly addressed. A general circuit is shown in Figure 7.11.
Figure 7.9
Separate head write driver and preamp direct connection

Figure 7.10 A
Showing diode capacitance involved with write voltage noise coupling

Figure 7.10 B
Equivalent circuit
The current source can be switched on and off for writing. When reading the Pre Amplifier can be activated by biasing. Immediately we can see one problem and that is that the write transient is seen by the Pre Amplifier bases. Depending on the head inductance and the required write current, this voltage breaks down the base emitter junctions as one is forward biased and the other is zenered which reverses on the next transient. For integrated circuits there are two detrimental results depending on the circuit values.

Zenering an emitter - base junction causes low current $B$ to be degraded. This is of little consequence if we use higher currents to bias the first stage of the amplifier, usually above 0.5 ma. The second effect is when the forward biased base-emitter junction conducts it effectively saturates the associated transistor which turns on a substrate PNP transistor altering the biases. This latter effect is eliminated if the transient duration is small compared to the turn on time of the substrate PNP.

When more than one head is serviced from the same integrated circuit, the multiplexing function is achieved by appropriately shifting the biases to favor the selected circuit. For example, the write drivers can all be in parallel from the same current sources but the base drive can be raised a few volts for the selected write driver while the remainder are held, thus cutting them off, or the current sources can be switched separately. The Pre Amplifier is easily selected if the first stage is our favorite cascode circuit. Here each head is connected to its own first half of a cascode amplifier with its own switched current source. The other stages are paralleled to this node with the upper half being a single circuit serving all.
FIG 7.11

INTEGRATED READ WRITE CIRCUIT FOR 4 HEADS
WITH ADDRESSING AND SAFETY CHECKING CIRCUITS
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When designing such an IC, great care should be exercised in considering internal biases and power dissipation. Figure 7.11 shows a typical circuit presently used for centertapped heads. By proper consideration many IC's can be paralleled to address many heads by using parallel circuitry and address lines.

We might profitably consider the serial time required by these multiflexed circuits when handling data. Before the first transition can be recorded, the write current source must be turned on and the current built up to final value in the head. This is typically about 100 ns or more. Worse, when going from writing to reading we must turn off the write current source, turn on the Read bias circuits, recover the Pre Amplifier from the select transient back to the base line and include any following AC coupling in later circuits. Then times can be as great as 5 - 30μs depending on circuit bandwidths.
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This chapter is included at this point in the presentation because we now have completed all the basic circuits that interface with the head. The subject of safety has to do with the recorded data that resides on the disc or tape. Since this data represents the accumulated efforts of some programmer or computer operator then every means must be taken to assure the user that their data is not disturbed due to any malfunction of the circuits themselves. Of course, no amount of checking can protect any data if the machine receives a valid command to write even if it was intended or not. We will confine ourselves to only those malfunctions that are invalid or a result of component failure.

There are several checks that will indicate a possible endangering of data. They are:

1. Write Current and no Write Command
2. Write Command and no Write Current
3. Write Command and no Write Data
4. Write Current during a protected data field
5. Write Current and not directly over the assigned track
6. Write Command and a Read Command simultaneously
7. More than one head selected at once (serial machines)
8. Open heads
9. Shorted heads
10. Centertap Current Sense

We will discuss each of these and propose circuits that can be used to sense the failure.

1. Write Current and No Write Command

If a circuit is provided that senses the presence of write current the output can be 'anded' with a signal indicating no command is present. The sensing circuit depends on the type of head that is used and also the type
SAFETY CIRCUITS

of write driver chosen. For two terminal heads driven by saturated switches similar to that shown in Figure 5.4, we have several choices. We could monitor the current drawn from the +V supply by providing a single series resistor. Then thru the use of a suitably biased comparator any current exceeding an acceptable value could be indicated. The problem of sensitivity could be overcome by using a high valued resistor in parallel with a diode as shown in Figure 8.1A.

With this circuit the V+ line previously used to calculate the Write Currents must be modified to subtract one Vbe drop during operation. Sensitivity can now be made as high as needed within the bias and common mode requirements of the comparator. If no appropriately higher voltage is available to operate the comparator a current mirror could be used that makes use of the diode as a reference as shown in Figure 8.1B. Here the current mirror is not a true mirror due to the differences in VD and Vbe of the two discrete devices, but sufficient current can be guaranteed to operate the following logic block. These circuits could be used with almost all of the write drivers shown in Chapter 7. The complimentary pair driver of Figure 5.1 would need two, one for each source or the emitter voltage itself could be monitored.

With Current Source driven Write Drivers, the Write Driver emitter circuit could be monitored if a small modification is included. This circuit type is shown in Figure 8.2. Diode D1 is added to isolate the emitters from the +V voltage expected on the collectors of the Current Source. Again, a comparator is made to sense if this voltage ever goes negative by 2 diode drops or less below the Write Driver bases. Note that the current thru R1 and R2 must be appropriately subtracted from the current source current value. The reference
**FIG 8.1 A**

SATURATED WRITE DRIVER WITH CURRENT SENSE

**FIG 8.1 B**

ALTERNATE LOGIC INTERFACE REFERRING D WITH THE PNP BASE

**FIG 8.2**

CURRENT SENSE FOR CURRENT SOURCE DRIVEN WRITE DRIVERS (NPN)
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could be the voltage between the two bases itself which will reduce the worse case calculations. The fact that the base voltages will move up and down with data normally is cancelled out by the 'difference' connection shown dotted R+R3. Feedback could be applied around the comparator (operational amplifier) if desired. The logic signal resulting from sensing the current can now be 'anded' with the Not-Write command to indicate the unsafe condition. A timing problem now exists that needs addressing. The response time of the current source to the Write Command will be slow on both edges as also the response of the sense circuit. We are interested in this safety circuit, if there is write current without a Write Command. When the Write goes off the combined delays of the Write Current Source and the sense circuit will indicate write current well past the trailing edge of the Write Command. This false response needs to be blocked while maintaining the basic function. A simple circuit using a T2L or DTL logic AND or NAND, Figure 8.3, can cover most delays encountered. The sensitivity of T2L circuits to slow edges is of no concern due to the use of latches following that hold the fault information.

Similar circuits can be devised using other logic families. In this circuit we take advantage of the construction of a T2L gate, or a DTL gate. If either input A or B of Figure 8.3B are low all current is removed from the input circuit with none left for the following transistor. When both go high, the the capacitor receives the current until the voltage rises such that the transistor turns on thus initiating a delay in the response of the AND/NAND function. When either A or B go low in response to the eventual fall of the write sense line the capacitor discharges thru R1. When designing for a certain delay the tolerances of Rb and the diode drops and transistor base turn on voltages must be considered. The resistor R6 typically has tolerances of ±25%. The delay time becomes close to the following equations when solved for T.
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**Fig 8.3 A**

+ EDGE DELAY AND SAFETY SENSE LATCHING CIRCUIT

**Fig 8.3 B**

DTL LOGIC CIRCUIT SHOWING TYPICAL OPERATION

**Fig 8.3 C**

EFFECT OF RbC DELAY FOLLOWING LAST + EDGE

**Fig 8.4**

WRITE AND NO CURRENT SENSE
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\[ V_{b_{\text{CN min}}} = 0.75 V_b = \frac{(V_{\text{in min}} - V_{\text{in max}}) R_{\text{min}}}{(S + \frac{R_{\text{min}}}{C_{\text{max}} S} + \frac{1}{R_{\text{min}} + C_{\text{min}} S})} \]  

(EQ 8.1)

\[ 0.75 V_b = \frac{(V_{\text{in min}} - V_{\text{in max}}) R_{\text{min}}}{S \left[ S + \frac{R_{\text{min}} + R_{\text{max}}}{C_{\text{min}} R_{\text{min}} R_{\text{max}}} \right] R_{\text{max}} C_{\text{max}}} \]  

(EQ 8.2)

\[ 0.65 V_b = \frac{(V_{\text{in max}} - V_{\text{in min}}) R_{\text{max}}}{S \left[ S + \frac{R_{\text{min}} + R_{\text{max}}}{C_{\text{min}} R_{\text{min}} R_{\text{max}}} \right] R_{\text{min}} C_{\text{min}}} \]  

(EQ 8.3)

If we take the inverse Laplace of the last two equations and solve for \( T \), we have the maximum and minimum delays.

\[ 0.75 V_b = \frac{(V_{\text{in min}} - V_{\text{in max}}) R_{\text{min}}}{R_{\text{max}} C_{\text{max}}} \left\{ \frac{S + \frac{1}{R_{\text{min}} C_{\text{min}}}}{S \left[ S + \frac{R_{\text{min}} + R_{\text{max}}}{C_{\text{min}} R_{\text{min}} R_{\text{max}}} \right]} \right\} \]  

(EQ 8.4)

\[ L^{-1} 0.75 V_b = \frac{(V_{\text{in min}} - V_{\text{in max}}) R_{\text{min}}}{R_{\text{max}} C_{\text{max}}} \left\{ \left[ (R_{\text{max}} + R_{\text{min}}) + \frac{1}{C_{\text{min}}} \right] e^{-\frac{R_{\text{min}} + R_{\text{max}}}{C_{\text{max}} R_{\text{max}} R_{\text{min}}}} \right\} \]  

EQ 9.5

\[ = \frac{(V_{\text{in min}} - V_{\text{in max}}) R_{\text{min}}}{R_{\text{max}} C_{\text{max}}} \left\{ e^{-\frac{R_{\text{min}} + R_{\text{max}}}{C_{\text{max}} R_{\text{max}} R_{\text{min}}}} \left[ 1 - \frac{C_{\text{max}} R_{\text{max}}}{(R_{\text{max}} + R_{\text{min}}) C_{\text{max}}} \right] + \frac{C_{\text{max}} R_{\text{max}}}{9.4} \right\} \]  

9.4
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\[ 0.65V_0 = \left( \frac{V_{\text{max}} - V_{\text{Pnit}}}{R_{\text{max} \cdot \text{min}}} \right) \left[ \frac{s + \frac{1}{R_{\text{max} \cdot \text{min}}}}{s \left( s + \frac{1}{R_{\text{min}} + R_{\text{max}}} \right)} \right] \]  

(EQ 8.6)

\[ L^{-1} 0.65V_0 = \]  

(EQ 8.7)

With the above circuit, all we need to guarantee is that the maximum time of the write sense current remaining high and the minimum delay do not overlap. If we used this fault signal to shut off faulty write current directly without the latch then the circuit would oscillate. To see why we need only consider that if faulty current is sensed correctly which shuts off the current then the 'sense' will drop after some delay which then permits the faulty current and its following sense to return. All this repeats. Latching the fault indication prevents oscillation.

2. Write Command and No Write Current

This fault condition is sensed using the same sense circuit as in Figures 8.1A or 8.2. The difference is in the following 'and' gate. Figure 8.4 shows the same circuit as Figure 8.3A except that the signals + Write Command and + Sense Current are changed to + Write Command and - Sense Current. Now if current is lost during a 'Write Command' then the fault is sensed. Again a timing problem exists at the leading edge of Write Command because the current
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source and the sense circuit need time to respond. The same logic delay circuit will function correctly with the same but appropriately relabeled timing diagram (Figure 8.3C).

3. Write Command and No Write Data

When writing we need to be assured that data is being written on the media. What signals are there available to us that truly indicate that we are writing? In tape machines this is an easy task as it is usual practice where there are Read Heads following the Write Heads. In Disc machines where the heads are used for both Read and Write a full revolution of the disc is required before Read Verify is possible. If we assume that the head is in proximity to the disc then we can sense the flux changes to verify that we are writing. Rather than a separate winding around the head core to sense the flux changes, we can sense the voltage transient across the head instead. There are several simple circuits that can do this with any type of head and write driver. They do increase the circuit capacitance which increases the current rise time as this needs to be considered. The design must consider the attenuation R1 and R2, the voltage transient, and the voltage gain of A. Amplifier A should be a limiting amplifier compatible with the T^1L logic of the Resetable Single Shot. If the circuit of Figure 8.5A were implemented the output would respond to only the positive transient; therefore, we would have one output for every other current transition. This is acceptable if the Resetable Single Shot time is greater in the worse case than twice the maximum current transition spacing. If both current transitions responses are required then the amplifier should be a linear differential amplifier with the outputs connected to a full wave rectifier thus achieving a unidirectional pulse for each current transition. Figure 8.6 is such a circuit.
FIG 8.5A

HALF WAVE TRANSITIONS SENSE
FOR COMPLIMENTARY WRITE DRIVER.

FIG 8.5B

TIMING DIAGRAM.

FIG 8.6

COMPLIMENTARY FULL WAVE TRANSITION SENSE
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Although the complimentary write driver is not often used, we will go thru the design.

If the transient voltage expected worse case minimum at point B were 7.5 V BP, then we could isolate the head from the differential amplifier with an attenuation of 3.5 max making, (this reduces the extra capacitance across the head proper with only a slight change to the damping if we keep the impedance high)

\[
\frac{R_{2 \text{ min}}}{R_{2 \text{ min}} + R_{\text{in max}}} = 3.5
\]

(EQ 8.8)

Giving us a 2V min transient applied to the base.

The gain min of the amplifier could be set for 1 with the actual value of RE max and the I current source min equal to less than the expected 2V min transient. This way the differential amplifier will limit on the minimum expected signal transient. The two equations are shown in EQ 8.9 and EQ 8.10.

\[
A_{\text{min}} = 1 = \frac{R_{L \text{ min}}}{R_{E \text{ max}} + R_e}
\]

(EQ 8.9)

\[
R_{E \text{ max}} = \frac{2 V_{BS} \text{ min} - (V_{BE \text{ on min}} - V_{BE \text{ leak max}})}{I_{\text{source min}}}
\]

(EQ 8.10)
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Depending on the speed of operation we try keeping $I_{\text{source}}$ to around 2 to 5 mA, and use a transistor with a reasonable $F_t$. This is dictated by the Gain Bandwidth curves for the transistor. The next part of the circuit considers the value of the quiescent voltage at the base of Q3. This voltage should be such that during no signal the base must be conducting worse case. Assume $V_{\text{be}} = 0.75\text{V}$ as the conducting maximum $V_{\text{be}}$ required, then

$$\left( I_{\text{source min}} \right) \left( R_e \text{min} \right) - V_{\text{p max}} \left( \text{min} \right) \geq 0.75 \text{V} \quad \text{(EQ 8.11)}$$

When operating, the most positive collector voltage will be when Q, or Q2 are cut off. We designed the amplifier to do this deliberately to ensure limiting in the positive direction. When this occurs the voltage at the cathode of Diode 1 or 2 is about 0.6V below $+V$. If the value of $R_3$ is kept high so that --

$$\left( \frac{V_{\text{p max}} - V_{\text{p min}}}{R_{\text{L min}} + R_{\text{Q4}}} \right) R_3 \text{ max} \geq V_{\text{p max}} - 0.4 \text{V} \quad \text{(EQ 8.12)}$$

-- then transistor Q3 is cut off during the peak of the transient.

The following two stages are designed considering the current of Q3, the current loss thru $R_6$, and keeping Q4 out of saturation. The gain is made high only to accommodate the current loss in $R_6$ until the voltage rises to turn on the base of Q4. If we make $R_6 = 2\text{K}\Omega$ then our maximum loss of current will be

$$I_{\text{loss max}} = \frac{V_{\text{be on max}}}{2 \cdot R_{\text{min}}} \quad \text{EQ 8.13} \quad \pm 5\% R_{\text{min}} = 1.9 \text{K}$$
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The value of R5 is chosen as we consider the current required to turn on Q4 and the minimum signal on the base of Q3. Because the diodes D1, or D2 and D3 are always conducting then we should see almost the full limited signal at the base of Q3. Assume we only receive half or 1.0V, then the collector current of Q3 is approximately

\[
\frac{1.0V - V_{be \ max}}{R5 \ max} \geq I_{loss} + \frac{+5V_{max} - V_{ce \ max}}{R7_{max} \ \beta_{\ max}}
\]  

(EQ 8.14)

Once this is accomplished then we know that worse case we can turn on Q4 until the transistor Q3 is cut off when Q4 will then cut off. R6 should conduct any charge on the base of Q4 away before the next transient pulse. We keep Q4 out of saturation (only needed for speed) by using a Schottky diode between base and collector circuit. This circuit works well and is called a Schottky clamp.

The base voltage vs. base current curve has some positive slope, so does the Vsat as a function of Ic. As the base voltage is usually much greater than Vsat then the about 0.4 volt drop of the Schottky diode (which also has a positive slope with increasing current) is sufficient to keep the transistor out of saturation. For example, if Vbe is 0.7V at some value of base current and Vce sat were 0.2 volts for some value of collector current, then 0.7V - 0.4V = 0.3 Volts or about 0.1 volt difference which we can use to reduce the base voltage to around 0.6V or out of saturation. This is a very rudimentary explanation as the solution can only be obtained graphically since all 3 junctions voltages are changing to obtain final balance. EQ 8.14 is correct.

\[
V_b = V_{ps} + V_{ce}
\]  

(EQ 8.15)
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The above circuit will then output a positive pulse for each transistor (plus or minus) in the worse case since we chose all our design criteria to ensure an output pulse for a minimum transient and we designed the amplifier to limit above this value in order to reduce the current of Q3 for larger transient voltages.

We will next consider the most used Write Driver and generate several circuits that will function as transition detectors for them. One of the problems we should consider is that of the polarity of the sensed transient. If we sense the negative transient at the collectors of the Write Driver Q1 and Q2, then if the head were open on one side, we would still get a negative transient as the current flow will be thru the damping resistor. The affected transistor will saturate but the negative transient will still be present even though of a different amplitude. Remember that we minimized the Collector-Base voltage in order to reduce power dissipation; therefore, there will not be much difference in voltage between the saturated case and the normal case. A better way is to use the transformer action of the head to get the positive transient occurring at the 'off' transistor (for NPN Write Drivers). This then assures us that the whole head is working for if one side were open transformer action could not occur.

The circuit of Figure 8.7 shows a typical connection. The attenuation of R1 and R2 is provided to help keep Q3 out of saturation yet guarantee it does conduct on the positive transient. Again the Schottky diode is provided to make a Schottky Clamp. The circuit includes the Matrix diodes just to show that
FIG 8.7

CENTER TAPPED, CURRENT SOURCE DRIVEN WRITE TRANSITION SENSE CIRCUIT (NPN)

FIG 8.8

COMBINED TRANSITION DETECTOR AND ΔTIME INTERGRATOR
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it makes no basic difference except in bias levels. The diodes that pass the head current correctly to the Write Drivers also pass the positive transient therefore the transient will be available at the Write Driver collectors.

If the head transient were 7.0V.BP SE then the attenuation max becomes

\[
V_{\text{be max}} \leq \frac{R_{e \text{ min}}}{R_{1 \text{ max}} + R_{e \text{ min}}} \left( \frac{V_{\text{transient SE max}} - 3V_{\text{p max}}}{R_{3 \text{ min}} \beta_{3 \text{ min}}} \right) - \frac{5.0V_{\text{max}} - V_{C3 \text{ min}}}{R_{3 \text{ min}} \beta_{3 \text{ min}}} \quad \text{(EQ 8.16)}
\]

If the head were shorted then there would be no V TRANS.

If we design using this equation, then we ensure operation as long as the R.C. loading Q3's base is small compared to the discharge times required between transients. Note also that because of the loading effect of R1 and R2 in parallel with Hib of Q3 the damping Resistor R0 total needs to be raised in value accordingly. This particular configuration lends itself to driving ground referenced logic and is by far the better way to go than circuits that put in emitter degeneration in the emitter of Q3. In these cases level translation is required such as we did in Figure 8.6.

Another circuit provides a capacitor charging and discharging current such that the end result is a combination including the effects of the Resettable Single Shot. This circuit has been used in head interfacing integrated circuits designed first by IBM. The capacitor is charged thru the diodes on each transition. This reverse biases Q3's base. A negative current source steadily discharges the capacitor such that if the time between transitions exceeds the time for discharge to the Reference level Q3 turns on activating the Darlington Q5 and Q6. Thus as long as transitions occur regularly within the time allotted then the output remains high. If they cease or the spacing exceeds the discharge
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time then the output goes low. The circuit can be used for a current indication by using the output at the top of R3 instead of the collector as is usual. This permits other functions to be performed in parallel. We will not go into this design in detail except to note several considerations. First, the diode charging current does affect the damping depending on the state of charge of the capacitor. It also is affected time wise by the negative current source variations and the value of C as well as the \( \beta \) of the PNP transistors as they start to conduct or any leakage if cut off. When this circuit is integrated, these variations can be extensive.

We might consider a circuit that could be used with the Bridge driver. This two terminal head driver's head transient negative voltage is not much different between an open head case and the normal head case. With the upper emitter followers generally controlling the voltage the only peak difference is the margin provided between the normal transient voltage and the negative swing of the supposed cut off emitter follower. This is not sufficient for an indication. However the positive level of the emitter follower is significant in that it can be measured against a reference. It is the difference between the V_{be} lightly conducting and the V_{be} heavily conducting. This is usually a few tenths of a volt against a solid reference. A circuit can be devised that can utilize this difference.

If the head were open then the normal path for current is blocked; therefore, the lower half of the bridge will draw current directly from the upper bridge immediately above it, such as from Q2 thru Q4 in Figure 8.9.
OPEN HEAD DETECTOR FOR A TWO TERMINAL HEAD USING A BRIDGE DRIVER

INTERMEDIATE AMPLIFIER TRANSITION DETECTOR
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The transistor Q10 is provided a slight current of only a few hundred microamperes, I₄, such that the base voltage of Q9 is at a voltage of say 0.6 Volts. If the Write Current I₁ were say 50 ma and the head were open with Vin high then Q3 is conducting from Q1 even though the base of Q1 is low. The base of Q4 is low so Q4 is cut off, but the base of Q2 is high since Q6 is cut off. Since the current thru Q2 is very low, being only leakage, then the Vbe of Q2 is around 0.4 Volts. This makes the difference between the bases of Q7 and Q9 about 0.2 Volts or sufficient to switch. Using low currents for I₃ to reduce base current effects, we have a circuit that will respond to open heads but it will not respond to normal and shorted heads. The voltage on the emitters of Q1 and Q2 will not change in the case of a shorted head except due to rise - fall time crossing effects which are very narrow. A circuit that will totally detect true transitions at the Write Driver requires two detectors, one for open heads and one for normal heads since the shorted head case produces only a small transient voltage. The second circuit simply needs to verify that the head terminal voltages appropriately follow the upper half of the Bridge's base voltages. This can be done using a low gain differential amplifier and full wave rectifier similar to Figure 8.6 and shown in Figure 8.10 for inductive heads. The amplifier isolates the head to reduce the extra capacitance. The output pulse width can be pulse width discriminated in order to isolate the shorted head narrow pulse, resulting from poor rise times, from the normal head wide pulse. This is only necessary if the rise and fall times of the pre driver are not very fast such that there is a glitch at the head terminals at the intended transition edge. Figure 8.11 illustrates the phenomenon.
voltage change in the shorted head case is about half that of a normal case as long the swing on the upper half of the bridge bases is exceeded slightly the regular transient. Getting back to Figure 8.10, signals are really not differential but are negative pulses referenced to a level for each oppositely occurring transition which alternates between negative and positive. We can use this to generate our full wave rectified pulses if we limit the cut off level between the half level expected from shorted heads and the normal level. If the base swing were 5.0V, then we need a cut off level of 3.75V. Choosing the +V supply sufficiently high

\[ V_{+\text{min}} - \left( I_{\text{min}} \right) \left( R_{\text{min}} \right) \geq V_{\text{BP high max}} \]  

(proceed as before.

\[ \frac{0.75 \times (V_{\text{transient}})}{I_{\text{source min}}} - \left( V_{\text{be on min}} - V_{\text{be low max}} \right) \]  

)  

The remainder of the design follows from EQ 8.11 thru 8.14.

Here is a variation of the above circuit if the head is essentially resistive, such as the case of a thin film head. Here the voltage waveform is almost a squarewave. Again, if power dissipation is minimized, the down level applied to the upper bases of the bridge is below that of the IR drop in the resistive head. One circuit that discriminates the normal head from the shorted head or partially shorted...
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head is to diode couple the low level signal on each head terminal and compare that to a reference. However this circuit cannot distinguish the case of no data applied meaning an open data cable or circuit somewhere earlier in the circuit chain. We must really use the dV/dt of each transition. This can be done using a frequency level detector such as is shown in Figure 8.12 or a + pulse rectifier and amplifier as shown in Figure 8.13.

The circuit of Figure 8.12 should be driven from an intermediate amplifier to isolate the circuit capacitance from the head circuit. The level at Point B is a function of the voltage change at the inputs, the ratio of the two capacitors, and the time constant of C2 and the two resistors. For large capacitor ratios the level at B is fairly smooth, but if we choose a smaller ratio with a short RC time constant, then the circuit will perform as a full wave rectifier with controlled output pulse widths.

The circuit of Figure 8.13 may not require an intermediate amplifier if the coupling capacitor's value is small and as the RC time constant should be large compared to the transition rate it requires large resistors which in turn affect the base bias due to base currents. The circuit is basically a full wave biased rectifier. The difference from the base line to the clipping level is determined by the resistor network R1, R2 and R3. The upper portion of the transient is 'dot ored' and is available as a series of squared positive pulses at the output.

A better circuit would result if an intermediate amplifier is used to permit lowered resistances. Lastly, if we consider the transition detectors
UPPER BRIDGE VOLTAGE WAVEFORMS
1 SHORTER HEAD, 2 NORMAL HEAD.

**Fig. 8.11**

**Fig. 8.12**
T'"L TRANSITION DETECTOR
CAPACITIVE COUPLED
RESISTIVE LOAD OR DIODE CLAMP.
BOTH SHOWN.

**Fig. 8.13**
CAPACITIVE COUPLED TRANSITION DETECTOR
FOR ECL. 'POSITIVE OR'
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they really indicate the correct functioning of the entire Write chain. Without write current there would be no transitions neither without a continuous data path and a functioning head. The only thing it does not tell us is if the head is in contact with or in proximity to, the media.

4. Write Current thru a Protected Data Field

There are several variations of this circuit family. The first involves the Memorex invention of the Write Protect feature. A simple circuit operated from a switch blocks the Write Command from the Write Current circuits. The circuit usually indicates back to the control function that the Data is protected. One consideration is to design the logic circuits such that operation of the switch during a Write operation will not disturb the write in progress until the operation is over. A simple gated latch will accomplish this.

A second variation is used in embedded servo type disc drives. These disc files have servo information pre written on the data discs in sectors or interleaved with the data. The same information must be protected in order to maintain correct servo operation. Counting circuits that are indexed to the disc position are usually used. Decoding the count determines the areas where the prewritten servo information is recorded. Circuits are also used that verify correct operation of the counters, such as, frequency sensitive discriminators and phase locked loops. Protection of the servo data is of such importance that redundant counters are sometimes used with phase detectors to monitor their differences.
FIG 8.14 A
WRITE PROTECT FEATURE

FIG 8.14 B
WRITE PROTECT WAVEFORMS
FIG 8.15
EMBEDDED SERVO, 8 SECTORS.

FIG 8.16
SAFETY PHILOSOPHY IN EMBEDDED SERVO SYSTEMS
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5. Write Current and Not Directly over the Assigned Track

Again there are two checks performed to verify the head position in Disc Drives before a Write is allowed. The first requires the successful comparison of the desired address contained in a register and the written address recorded on the disc usually before each record. The second requires circuits for monitoring the heads position with respect to some reference. In track following servo systems there are signals available that are sensitive to the percentage variation from the tracks centerline. As the head deviates from the centerline by an amount exceeding the off track capability of a Read - Write - Read sequence at the track extremes, we require a signal that will terminate a Write function immediately. This is because any data thereafter written will be difficult to read due to the off track, adjacent track and fringing crosstalk or interference. As the head mechanism cannot move instantaneously, some earlier or narrower range is sensed with a time limitation imposed for the system to restore the head to be within these normal limits. Such circuit timing must consider the mass and forces of the moving mechanism. Figure 8.17 illustrates the phenomenon by showing the head centerline movement compared to the track centerline as a function of time. The two limits are shown dotted with the appropriate sense levels and timing.

This figure shows the head returning within limits within the allotted time. If it did not then a signal would be generated that shuts off any Write in progress and notifies the control circuits.

6. Write Command and Read Command Simultaneously

This circuit is strictly a monitor of the control circuits, but it also checks for logic failures in that if a logic gate failed the opposing
FIG 8.17
OFF TRACK SAFETY LIMITS AND TIME ALLOTTED

FIG 8.18
CEN TERTAP SENSING CIRCUITS
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Commands could be issued. A simple 'And' gate at the last logic position of the two commands will suffice. This way the error can be caught up to and including the input to the Analog Read and Write Circuits.

7. More than One Head Selected

Depending on the Matrix configuration, there could be several circuits required. If the number of heads built into a machine is great enough, some designers choose to use two separate Write Circuits, two separate Read Pre Amplifiers and two separate Head Centertap drivers. When this occurs there must be circuits that monitor circuits to verify that one and only one is operating at any one time in serial machines or in parallel machines to see that all such circuits are operating simultaneously.

First let us pursue the Centertap Monitoring Circuits. The engineer has a choice of an 'Exclusive Or' tree or an operational amplifier. The latter is least expensive even in the earlier machines when such a circuit had to be built of discreet components.

Consider Figure 8.18. We have shown two heads with the centertaps capable of being grounded, with NPN Write Drivers and PNP centertap drivers. Reverse bias for the centertap is a negative voltage. The ratio of the resistors R2 to Rc2 and R1 to Rc1 is large such that the correct amount of reverse bias is maintained to block the head transients. RF is chosen to provide a certain worse case guaranteed voltage output from the operational amplifier. RB is provided to cancel the affect of all but one of the reverse biased centertaps. For example, if Figure 8.18 showed 5 heads with 5 centertap drivers then RB would compensate for 3 head centertaps leaving one to provide a negative signal and, of course, the other being at ground if selected. The circuit will respond
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with a negative output if more than one head centertap is grounded and with a positive output if only one or none are grounded. The design is worse case as follows where \( N \) is the total number of head centertap drivers.

\[
V_{o \ max \ normal} = -R_{f \ max} \left[ -\frac{V_{c - \ max} (N-1)}{R_{cL \ min} + R_i \ min} + \frac{V_{o \ min}}{R_0 \ max} - \frac{V_{sat \ max}}{R_i \ min} \right] \quad (EQ \ 8.18)
\]

\[
V_{o \ min \ normal} = -R_{f \ min} \left[ -\frac{V_{c - \ min} (N-1)}{R_{cL \ max} + R_i \ max} + \frac{V_{+ \ max}}{R_0 \ min} - \frac{V_{sat \ min}}{R_i \ max} \right] \quad (EQ \ 8.19)
\]

\[
V_{o \ max \ none} = -R_{f \ max} \left[ -\frac{(V_{c - \ max}) N}{R_{cL \ min} + R_i \ min} + \frac{V_{+ \ min}}{R_0 \ max} \right] \quad (EQ \ 8.20)
\]

\[
V_{o \ min \ none} = -R_{f \ min} \left[ -\frac{(V_{c - \ min}) N}{R_{cL \ max} + R_i \ max} + \frac{V_{+ \ max}}{R_0 \ min} \right] \quad (EQ \ 8.21)
\]

\[
V_{o \ max \ 2 \ on} = -R_{f \ max} \left[ -\frac{V_{c - \ max} (N-2)}{R_{cL \ min} + R_i \ min} + \frac{V_{o \ min}}{R_0 \ max} - \frac{2 V_{sat \ max}}{R_i \ min} \right] \quad (EQ \ 8.22)
\]

\[
V_{o \ min \ 2 \ on} = -R_{f \ min} \left[ -\frac{V_{c - \ min} (N-2)}{R_{cL \ max} + R_i \ max} + \frac{V_{+ \ max}}{R_0 \ min} - \frac{2 V_{sat \ min}}{R_i \ max} \right] \quad (EQ \ 8.23)
\]
SAFETY CIRCUITS

Equations 8.18, 8.19, 8.22, and 8.23 require the worse case bias set into the comparator to be centered between the values of $V_{o\min \; normal}$ and $V_{o \min 2 \; ON}$. By properly specifying the value of $R_B$ this range could be centered around the $V_{be}$ of 2 transistors and the circuit of Figure 18.9 used instead of the comparator as long as the $V_o$ difference is greater than one volt. In the above equations, we neglected the voltage and current offsets and gain effects of the operational amplifiers. These should be included if the difference is less than one volt which would jeopardize the correct biasing of the transistor. Resistor $R_Ea$ should be chosen to equal the resistance seen on the negative input in order to correct for balanced base or input currents. For the other two offsets the total resistance can be kept as low as possible within the current limitations of the centertap and bias resistor currents and the voltage attenuation due to the action of $R_{C2}$ and $R_2$ as it relates to the head transient voltage. Usually the voltage change due to one centertap circuit changing state is large so the main offsets are swamped.

The other monitoring circuits become just 'And' and 'OR' combinations of the previous circuits outputs in multiples. The block diagrams of Figure 8.20 thru 8.22 show typical examples of some multiple arrangements. Notice that in Figure 8.20 we need both the indication for write current from either current source as well as the indication of more than one source on at a time for serial data machines. For parallel data machines the dotted addition is required to indicate a failure. There are variations of Figure 8.21. As it is shown the outputs of the Resettable Single Shots are combined to indicate the function. This then would be 'Aned' with the delay gate of Figure 8.3A to capture the failure. However, if one of the Resettable Single Shots failed true then we would never sense any failure of transitions. The 'Exclusive OR' gate will
FIG 8.20
SENSING MULTIPLE SOURCES (3)

FIG 8.21
SENSING TRANSITION FAILURE AND R.S.S FAILURE

FIG 8.22
SENSING MULTIPLE HEAD SELECTION
BETWEEN GROUPS AND WITHIN GROUPS
Y CIRCUITS

1. this kind of failure. Usually we only try to sense no more than two
general failure conditions, beyond that would greatly complicate the design.

The last arrangement shown in Figure 8.22 is for multiple groups of heads
for which is permitted at a time. Here we require two groups of
rational amplifiers, one to sense more than one centertap as we discussed
the other to sense one head centertap. The only difference in the design
the value of $R_S$ also taking into consideration that there are now two loads
the $R_C$ resistors instead of one for both cases. The extra requirement for
the 'One Sense' can be eliminated if the centertap selection of one head in
each group simultaneously can be accommodated, such as in parallel data machines
and for machines where discrimination occurs in the Write Driver Channel and
the Read Channel. In this last case a matrix can be formed connecting head
centertaps and Write - Read circuits in some convenient or cost effective
manner (see Figure 8.23).

This matrix gives rise to a common terminology used throughout this
industry of X and Y. The X circuits are the most expensive and are therefore
minimized in number. The cheapest are the centertap circuits and are maximized
where possible. Hence the centertap circuits are often referred to as Y select
circuits.

8. Open Heads

We discussed this situation in the section on transition sensing.

9. Shorted Heads

This also was discussed in the transition sensing section.
FIG 8.23

**X-Y MATRIX ARRANGEMENT OF HEADS AND CIRCUITS**
10. Centertap Current Sense

In the cases where the centertapped head or a group of centertapped heads are driven or connected directly to an Integrated circuit collector, there is a distinct possibility of a short between the collector junction and the substrate. This situation exists due to the usual practice of tying the centertaps together to a common voltage or ground. The favored method of sensing this failure is to monitor the current in the centertap line. A simple series resistor and a comparator suffices. The bias on the comparator allows up to normal write current and any combined leakages to flow without changing the output state of the comparator.

There are many other circuits or conditions that could be monitored. These will evidence themselves to designers as they consider all the possible paths erasing current can take thru the head from whatever source or all the combinations that can prevent data from being correctly written such as any data encoding circuits or clocking circuits. They all need to be monitored and latched for the protection of stored data.

One side-light to the half open centertapped head case not previously discussed is the condition during selection by the centertap driver. Consider for a moment what we discussed back in Chapter 7 on Matrices. We were very careful to balance the Read biasing currents so that the flux generated cancels. When a head coil opens on one side the bias current now is unbalanced and hence can partially erase the media. However, the flux is very small and is not usually of sufficient magnitude, if properly designed, to bring the media particle back into the open portion of the hysteresis loop. There is one other circuit parameter that we have neglected and that is the single ended matrix capacitance. See Figure 8.24. When a head is reverse biased, the cable, head, and diode capacitance is charged with some number of coulombs. If the centertap selection
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transistor is turned on quickly, this permits a discharge current to flow thru the head half winding that normally is balanced out that now is of sufficient magnitude to cause the media to be brought out of saturation thus actually writing a disturbance on the media. Because of this effect it is doubly important to minimize head capacitance, and maximize the discharge rate while maintaining sufficient drive to saturate the centertap driving transistor during writing. This then refers back to the circuit used to drive the bases of the centertap drivers which we did not discuss at that time.

Once we have sensed a safety related failure we must now determine what we can do to minimize the damage to the recorded data from either timing or circuit related failures. The best thing we can do is to prevent the flow of head current either by blocking the current path at any point or several points or by sinking the current off to ground before it can reach the head. The first type usually are limited to shutting off the current sources and the centertap drivers logically. These precautions work well for command related failures or timing failures, but they do not work if either the current source transistors shorted or the centertap transistors shorted or some other current path became established. Again, shutting off all current paths can block the current thru the head either at its source or at its sink despite a failure of one of the sources or sinks (centertap circuit). We can provide a circuit that clamps the current source to a potential that reverse biases the Write Driver emitters. Part of the precautions already exist when we added a series diode to protect the Write Driver emitter from the Current Sensing circuit during the off condition. Refer back to Figure 8.2, R1 and D1. If we connect a large

9.23
Fig 8.24

Showing unbalanced transient head current at select time.

Fig 8.25

Current clamping on receipt of erroneous write current or sensing a failure, or when not writing.
transistor to the collector of the Current Source Transistor and tie its emitter to a potential more positive (in this case) than the bases of the Write Drivers, we can turn this transistor on immediately upon sensing any failure. This is achieved by an 'OR' tree driven from each of the safety circuit storage latches. Some engineers like to turn it on every time we are not writing in order to quickly discharge the current source lines. The transistor and its base current drive must be capable of handling any current resulting from shorting the current source transistor which means the current would be that obtained thru the emitter resistor in series with the difference in potential between the source supply and the clamp transistor emitter reference. This must be worse cased as failure to do this might forward bias one of the Write Drivers. A circuit is shown in Figure 8.25 for the NPN Write Driver with the centertap referenced to ground. Other configurations are left to the reader.

A typical design would ensure the following equations are met.

\[ I_{Q,y \text{ max}} = \frac{V_{- \text{ max}} - V_{\text{sat}_y \text{ min}}}{R_{y \text{ min}}} \quad (\text{shorted } Q_y) \quad (\text{EQ 8.24}) \]

\[ \frac{V_{- \text{ min}} - V_{\text{be}_y \text{ max}}}{R_{y \text{ max}}} = I_{R_{y \text{ min}}} \geq \frac{I_{Q,y \text{ max}}}{\beta_{Q_y \text{ min}}} \quad (\text{EQ 8.25}) \]

\[ 2V_g - V_{\text{ser driver}} \geq V_{b_y \text{ max}} \quad (\text{EQ 8.26}) \]

\[ V_{b_y \text{ rev}} \geq 0.0V \quad (\text{EQ 8.27}) \]
SAFETY CIRCUITS

\[
\frac{V_{-\text{max}}}{R_{3 \text{ min}}} \leq \frac{V_{-\text{min}} - 2 V_{p \text{ max}}}{R_{7 \text{ max}}}
\]  

(EQ 8.28)

If all these 5 equations are met simultaneously then the clamp will operate correctly even in the event of a shorted current source. Notice we are worse than worse case, but totally safe as we used \(V_{- \text{min}}\) and \(V_{- \text{max}}\) as simultaneous conditions in EQ 8.24 and 8.25 respectively.

This concludes the current related safety considerations.

It might be profitably considered that any change in circuit configuration will usually bring its own current paths that could destroy data. A case in point is the current use of integrated circuits and centered tapped heats. If a collector to substrate short occurred then there is a path for current from the center tap thru one half of the heat to the collector and then into the substrate which is the most negative potential. This then will cause the data anytime there is a suitable difference in potential between the center tap and the substrate. This is easily monitored by sensing the current in the center tap line during read and when greater than the write current during write.

**Figure 8.26 A**

**Figure 8.26 B**

\[
\text{Fault} \Rightarrow \frac{V_{-}}{R_{1} + R_{2}} > I_{h} R_{3}
\]

\[
\text{Safe} \quad \frac{V_{-}}{R_{1} + R_{2}} < I_{w} R_{3}
\]
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FIG 8.27  MISSED TRANSITION CIRCUIT THAT IS NOT
TIME CONSTANT DEPENDENT
IF DATA WERE MISSENT THE CIRCUIT WOULD NOT RESPOND
IT DOES REQUIRE A SECOND DATA MONITOR CIRCUIT.
USEFUL IN INTERGRATED CIRCUITS TO PREVENT OBsolescence.
DUE TO DATA CODE AND DATA RATE.

FIG 8.28  CODE RELATED TRANSITIONS UNSAFE CIRCUIT
THE COUNTER AND MAGNITUDE COMPARATOR IS SET FOR THE
MAX CLOCK SPACING OF THE CODE USED.

For example, if there can be 5 clock spaces between transitions
as permitted by the code, then the magnitude comparator should be set
for '5', to use the greater output only, or to '6' if the equal and
greater outputs are 'OR'ed together.
This chapter deals with the detectors or the circuitry used to sense the transitions recorded on the media. We will discuss the intervening amplifiers in the next chapter as the type of amplifier depends on the type detector chosen. The detector in turn depends entirely on the head signal and the region of operation. Let us refer to Figure 9.1. This figure is our old friend the bit density curve with some added segments. Historically, all magnetic recording was done using the left hand side or the 'good' resolution portion, Region 1. Here the various frequency or density components result in very similar amplitudes. Therefore a string of transitions produces signals of fairly equal amplitudes with little interaction. The process of detection is to sense the peak which results from the instant of maximum time rate of change of flux of the transition and output a pulse, the leading edge of which, corresponds to the center of the transition. Circuitry for doing this consists of some amplitude reference and a peak sensing circuit. The amplitude reference serves to eliminate noise associated with the signal baseline, Figure 9.2. As the signal is bipolar there needs to be two references or some means of changing the signal to unipolar. A Full Wave rectifier fills this latter function quite well. The peak sensing circuits are required to be very accurate. For this reason, amplitude sensing circuits fail. Consider the peak of sine wave. The change of the amplitude as a function of time is very poor, changing only a few percent over a considerable number of degrees. Amplitude sensitive circuits then will have poor time resolution of the peak. They are also sensitive to the variations in amplitude of each transition in a chain for no pulse is of the same amplitude as its neighbor due to variations in media and head-media mechanics.
FIG 9.1 BIT DENSITY CURVE / DETECTOR REGIONS
DIVISIONS NOT FIRM

S → N N ← S S →
differentiated signal (usual)
detector sensitive to noise

UPPER CLIPPING LEVEL
BASE LINE
LOWER CLIPPING LEVEL

THROW AWAY throwing away noise, signal
But severely detects, or integrates some signal
lack of discrimination

FIG 9.2 REGION 1 HEAD SIGNAL SHOWING
CLIPPING LEVELS FOR NOISE REDUCED
AMPLITUDE SENSITIVITY

\[ V_0 = N \frac{d\phi}{d\lambda} \]

Read back

Differential

Noise
Detector

Same slope

Data Recovery Block Diagram
\[ V_{TH} < V_{N_{min}} \]
\[ V_{TH} > V_{N_{max}} \]

Missing bit

Margine

Extra bit
Two other signal processing circuits resolve the dilemma. They are the differentiator and the integrator. Here the slowly changing peak value becomes a fast changing base line crossing as the slope of the peak changes from one polarity thru zero to the other. This result is ideal as we can build base line crossing sensing circuits very easily. The question now becomes which of the two is better. First the differentiator. The circuit or amplifier has a zero at the origin. The gain then increases from zero at zero frequency to infinity at infinite frequency. Our head signal is complex in that it can be described as a fundamental sine wave with many harmonics. Noise also enters the picture. As we pass the bandwidth of interest, the gain continues to increase, therefore, all the noise of higher frequencies will be amplified accordingly while the signal of interest remains at its lower gain. The result is a decrease in signal-to-noise ratio. Practical circuits have finite bandwidth as they roll off due to stray capacitances introducing a pole. We see then that practical differentiators have signal-to-noise ratio problems but are limited to the bandwidths of the circuitry.

The integrator on first look is ideal as its output results from a pole at the origin, or zero frequency, which produces decreasing gain for increasing frequency. If we were only dealing with a sine wave, the resulting waveform would always be symmetrical; however, we are dealing with a complex waveform containing many harmonics and noise which also vary in amplitude from pulse to pulse. Ideally, then we would have a base line crossing for each transition as the area under the curve alternates. But the signal's non-uniformity will result in variations in the time of the base line crossing from the actual peak time of the input signal.
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When compared to the noise shifted differentiated signal base line crossing and the quiet but time shifted base line crossing of the integrated signal, we are forced to choose the lesser of two evils. The differentiator has dominated the application mainly due to the way the higher frequency noise is rolled off by judicious choice of the pole location of practical circuits. The operation of the integrator in the presence of defects accentuates the inaccuracies. Compromises can be worked out using carefully placed zeroes to minimize its sensitivity to defects and amplitude variations, but no practical recording channel has succeeded in mass production using the approach.

We will now develop a circuit that will perform the detection function previously described. The block diagram for such a detector is shown in Figure 9.3. The full wave rectifier can be built from the differential signal with a pair of diodes. See Figure 9.4. Because the differential signal contains two positive peaks for each pair of pulses, the diodes will pass two positive peaks each one corresponding to a transition. Depending on the biasing, the output dc potential will be one diode drop below the input base line or dc potential. The driving circuit must ensure the two dc levels to be equal or unsymmetry will result. Where the input and output are referenced to ground the diodes will subtract one diode drop from the signal before passing it on. Figure 9.5 illustrates this function. We could take advantage of this phenomenon by making the diode drop equal to the amount of signal around the base line (clipping level) that we want to remove to reduce sensitivity to base line noise. Under these circumstances the signal itself must be amplified to an amplitude such that $V_{diode}$ equals the percentage of the signal we want to remove. For example, if we want to remove +10% of the signal around the base line, the input signal must be amplified to $2\left(\frac{100\%}{10\%}\right)(V_{D})$ in $V_{pp}$ diff. (EQ 9.1)
**Fig 9.3** Region 1 Detector

Block Diagram

Differentiator can be driven directly or from the F.W.R.

**Fig 9.4** Full Wave Rectifier

**Fig 9.5** Rectifier Caused Amplitude and Width Reduction

**Fig 9.6** Rectified Signal Has Full Amplitude But Shifted One Diode Drop
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Such a circuit will function but is not easily changed if we want to change the clipping level percentage except by changing the amplitude of the input signal or the references. The signal swings are very large, as in our example: $2(10)(.7V) = 14. V_{pp}$ diff. is required. (EQ 9.1)

When the full Wave Rectifier is DC coupled with an appropriately negative return voltage as shown in Figure 9.6, then the output amplitude is equal to the input amplitude but is one diode drop below the input signal voltage. We need not get confused if we reverse the diodes to pass the negative peaks instead. Input DC balance is required for correct symmetrical operation.

We could perform this function with active circuits such as is shown in Figures 9.7 or 9.8. The advantage of the emitter follower connection is the lowered impedance provided by the transistor. It has one disadvantage and that is the reverse base-emitter breakdown voltage, $BV_{ber}$, restricts the input signal peak-peak value for one emitter is conducting while the other is cut off. Again, input balance is required. The addition of the third emitter follower permits any percentage of clipping. It is similarly restricted to low amplitudes of around $7V_{pp}$ SE max due to $BV_{ber}$. Another consideration is that of the transfer curves at around 0.1 volts difference where there is partial conduction of the transistors. The operation is very similar to a positive 'OR' circuit meaning only the transistor with the most positive base will conduct. It is this characteristic that permits Full Wave Rectification or Biased Rectification. The input amplitude must be such that the 0.1V uncertainty is small compared to the signal of interest but within the restrictions imposed by the emitter-base breakdown voltage.
We will now turn our attention to the Gate Limiter. Its purpose is to provide a gate to operate the 'and' circuit at the appropriate time to allow the pulse resulting from the differentiated signal peak to pass while blocking all noise related signals. The output of the Full Wave Rectifier is limited either thru direct amplification or that resulting from positive feedback such as in a Schmidt Trigger. The latter circuit has the advantage of reducing the effect of noise around the threshold of the Schmidt, whereas the former will be noisy around the bias point. The gate threshold level results from either the Schmidt threshold or the amplifier bias point. Figure 9.9 illustrates the waveform relationships we want to design into the total circuit.

If we design a limiting amplifier that limits around the clipping level we desire, then we have performed the function we need. From Figure 9.9 the clipping level value is determined as a percentage of the input signal magnitude. Let us use 15% of 10. Vpp diff. This becomes 5. Vpp SE or 2.5 Vbp out of the Full Wave Rectifier and 15% is 375. mV. We next need to guarantee the reference of the input signal to the Full Wave Rectifier such that we have control over the percentage. We also need to include the tolerances of the diodes or transistors used to build the Full Wave Rectifier. We can do this with the circuit shown in Figure 9.10.

Transistors 1 and 2 perform the Full Wave Rectification. Transistors 3 and 4 are a high gain differential amplifier. The input reference is ground. The bias reference is 375. mV with transistor 5 providing the same or similar Vbe drop as transistors 1 and 2 if current sources 1 and 3 are equal. This function is harder to perform with discreet components, but is very easy today.
**Fig 9.7** Transistor Full Wave Rectifier
Same as Fig. 9.6, but with diode.

**Fig 9.8** Biased Transistor Clipping Full Wave Rectifier

**Fig 9.9**
Gate Generator Output — To 'AND'
Differentiated Rectified Signal
Output Pulse

Notes:
- 2.5V at rest
- 2.6V at voltage reference
- 1.9V at V^+

---

Full Wave Rectified Signal
Fig 9.10 Gate Generator (15% clipping)

Vref is 375 mV higher than reference +3

Fig 9.11 Limited signal Vo
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when we can use the inherent matching in integrated circuits. The uncertainty of the bias point depended heavily on the variations in $V_{be}$ from transistor to transistor or diode to diode. The output of the amplifier becomes the output gate. If the signal swing is insufficient then further amplification is necessary especially if the slope of the gate edges is poor. For our 2.5V BP amplifier input, we know that the output will be a squarewave, Figure 9.11, centered around the 325 mV to 425 mV, but modified by the bandwidth of the amplifier. The more precise we want the gate edges defined, the higher the gain we require. With limiting it is not the output amplitude swing that defines the slope, but the gain divided into the input signal slope for the specified output swing. For example, if our gain were 100 and the output swing was limited to 2 volts then the input equivalent change would be

$$\frac{2V}{100} = 0.02 \text{ volts for a full swing of the output.}$$

This then would indicate that the output gate edge would be similar to the time it took for the input to change from 365 to 385 mV if the amplifier bandwidth is adequate. With proper biasing the output gate levels could be made compatible with some logic family which would make the following 'and' gate simple to construct.

The considerations then are the bias point stability, the gate edge slope and logic compatibility. There is a propagation delay consideration particularly when using multiple gain stages in series to obtain the required gain.

The Schmidt version is not too much different. Positive feedback is provided to the bias point in order to interfere least with the Full Wave Rectified signal figure. The feedback resistor $R_f$ is connected between the out-of-phase output and the bias reference network. The percentage feedback is determined by the signal swing on the collector and the resistor divider

10.6
FIG 9.12 SCHMIDT CONNECTION

FIG 9.13 A

BALANCED DIFFERENTIATOR

\[ A = \frac{2RL}{Re + 2Rm + 2e + \frac{1}{C_s}} \]

FIG 9.13B

BOPE PLOT OF BALANCED DIFF.

Clamping diode
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network to the input signal. This circuit is easier and cheaper since it provides a large gain, fast slopes and a more stable bias reference than a multiple amplifier chain required to get the same slope. Also a second advantage is the shorter propagation delay and freedom from noise while traversing the bias point.

The differentiator may take several forms ranging from passive differentiator to active. Operational amplifiers are usually not suitable due to their restricted bandwidth. We can build discreet active differentiators fairly easily. Consider a differential amplifier with a capacitor in the series feedback path or a resistor and capacitor.

The gain equation simply becomes from Fig. 9.13

\[ A = \frac{2 R_c}{R_e + 2R_c + \frac{1}{C}} = \frac{2 R_c C s}{(R_e + 2R_c)C s + 1} \]  

(EQ 9.2)

When rearranged, we can see both the zero at the origin, which we desire, and a pole which would be helpful to restrict the bandwidth related noise. There are other poles resulting from the internal transistor and stray capacitances. The circuit is inherently AC balanced in the emitter but does require DC current source balance and load resistor balance if output DC levels are important.

The same circuit can be built using an inductive load with similar results. Here a single current source could be used if we wanted to. See Fig. 9.14.

\[ A = \frac{2L s}{R_e + 2R_c} \]  

(EQ 9.3)

Notice the absence of the pole. We do not escape as easily since all inductors have stray capacitance and series resistance. The Bode plot will show a roll
due to this capacitance and it will be second order with a zero close to the origin, but not at the origin.

\[ A = \frac{2}{R_e + 2R_e} \left( \frac{Ls + R_e^*}{Ls + R_e + \frac{1}{s}} \right) \]

(EQ 9.4)

\[ = \frac{2(Ls + R_e^*)}{(R_e + 2R_e)(Ls^2 + R_eC_s + 1)} \]

Some have tried to make the AC unbalance due to the separate inductors' tolerances more balanced by winding the two inductors on a single core using bifilar circuits. If we were to use a simple RC coupling network as a differentiator we would have to contend with the attenuation. With the above amplifiers we can adjust the gain for a net gain instead of a loss. Of the two active differentiators considered, the first has a serious difficulty with DC stability if it is to drive a sensitive threshold circuit. The inductor version has a very low IR drop therefore is insensitive to variations in the current source or load resistor and current source balance. One way to retain the advantages of the first circuit is to add a balancing circuit to the current source and make the following stage differential with a large common mode input range. Balance is simply obtained by the use of a potentiometer in series with the two sources in one of several configurations. Some are shown in Figure 9.15.

Regardless we can use a differential following stage to provide the limiting function. The emitter followers are required to minimize Miller Effect. The circuit shown in Figure 9.16 consists of a differentiator followed by a differential amplifier. Here we choose not to use a Schmidt trigger as we
\[ A = \frac{\frac{2L}{s}}{R_e + 2R_e + 2R_m} \]

**Fig. 9.14**

**Fig. 9.14 B**

**Fig. 9.15**

**Fig. 9.15 A**

**Fig. 9.15 B**

Various balanced current sources for the differentiator.

**Gain:**

\[ \text{Gain} = \frac{RL}{R_m + V_e} = \frac{R_L}{R_m + \frac{2G}{I_s}} \]
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want our output edges to correspond exactly to the center of the differentiated pulse peak which is the base line crossing out of the differentiator. The amount of gain required depends on the accuracy we require. If we were dealing with a sine wave input we could easily calculate the required gain. Assume the input signal were a \((2.5 - 0.375)V_{BP}\) sine wave, 0-1800, of 1.0 MHz timing 0.519 s or 180° for 2.77 ns/degree. If our logic 'and' gate had a minimum rise time of 5.0 volts in 5.55 ns then we should provide sufficient gain to make 2.0 degrees of input signal at the base line equal to 5.0V logic level. Therefore, the minimum gain of the limiter and differentiator should be:

\[
A = \frac{5.0V}{(2.5 - 0.375) (\text{rise to fall})} = 67.4 \text{ mV/V logic}
\]

Going back over our bandwidth restrictions for the collector load resistor, we should provide this gain in several stages instead of one.

To get our gain we would probably require three stages. The gain per stage is \(\sqrt{67.4}\) or 4.06 per stage. We can do this fairly easily with basic emitter coupled amplifiers similar to that shown in Figure 9.17. Because the input to the differentiator is single ended, we need another gain of 2. If the differentiator is designed for a gain of 2 then we need 3 other limitors with a gain of 4.06 min each. The next problem we need to solve is the cascading bias required with DC coupled amplifiers. With discreet amplifier construction we could alternate NPN - PNP amplifiers and thus maintain a reasonable power supply voltage. This is probably the best way to proceed as AC coupling requires a knowledge of the low frequency band-pass requirements and hence the data code's spectrum.
Fig 9.17 Limiting Amplifier

Fig 9.18 Block diagram showing delay used to center leading edge of data in gate (at minimum input amplitude)
Notice the timing requirement to center the propagation delayed differentiated pulse in the Gate square wave. If the Gate generator used an equal number of stages of limiting gain then the delays should be about equal. This becomes more important when we consider that the input signal actually varies in amplitude as a function of disc diameter (in disc machine) or media-coating variations. This variation must be considered when calculating the total gain required for both limiters. The total gain must be calculated based on the absolute minimum signal from the head as modified by any intervening gain stages using their minimum gain.

Let us go thru a design using the ECL logic family as our output. This is chosen due to the levels and speed but particularly the non requirement for cascading bias.

Going back to our circuit of Figure 9.12, we can make a small change to make it compatible with the ECL family. See Figure 9.19. The change required is in the base bias network for transistors 1 and 2 with regard to the bias required on the base of transistor 8 and the improvement required to reduce the effect of power supply variations on the clipping level by using the diode D as a partial regulator. Notice also that the Differentiator does not care about the use of the clipping bias as it is AC coupled and will not be affected by the difference in DC potential as does the Gate Generator. We will choose the bias values such that the input signal swing will not permit saturation of the Differentiator and Gate Generator collector stages.

If the input signal maximum is 10.Vpp differential, the nominal is 7.0Vpp differential and the minimum is 5.Vpp differential we then know that the Full Wave Rectified signal is 2.5 $V_{BP-SE}$ max and 1.25 $V_{BP-SE}$ min. We will
retain our 15% clipping level. The bias for Transistors 1 and 2 should
be:
\[ V_{cl, \text{min}} + V_{BE, \text{max}} = -1.2\, V - 2.5\, V = 3.70\, V \]  
(EQ 9.6)

Choose \(-4.3\, V\) to allow for tolerances of 5%. The bias for Transistor 8 should
be:
\[-4.5\, V + 15\% \left( \frac{7V_{PD\,diff}}{4} \right) = -4.562\, V \]  
(EQ 9.7)

If we do this then we have built in a one diode drop margin for the
collectors 3 and 4. If we choose the resistor divider network to operate
off \(-10\) volts and have current of 10.ma to maintain some stability due to
base currents then:

\[ \frac{15.\, V_{nom} - V_{PD\,nom}}{10.\,mA} = R_1 + R_4 = 1.43\, K \]  
(EQ 9.8)

\[ R_1 = \frac{4.3}{10\,mA} = 430\, \Omega \]  
(choose 432 \, \Omega )  
(EQ 9.9)

\[ R_4 = 1.43\, K - 430\, \Omega = 1.0\, K \]  
(choose 1.00\, K \, \Omega )  
(EQ 9.10)

If we allow 5 ma for the diode, a IN4448, we should have approximately 0.7V
drop. This leaves 5.ma for \(R_2\) and \(R_3\) to develop 0.375 volts.

\[ R_2 = \frac{0.262\,V}{5.\,mA} = 52\, \Omega \]  
(choose 51.1 \, \Omega )  
(EQ 9.11)

\[ R_3 = \frac{0.7 - 0.262}{5.\,mA} = 87\, \Omega \]  
(choose 86.6 - \% \, \Omega )  
(EQ 9.12)
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In order to minimize the disturbance to the bias due to base current variations in the operation of the Full Wave Rectifier, we should replace $R_4$ with a 4.3V 5% zener. This way all margins are met while maintaining a low impedance at the bases of transistors 1, 2 and 8. We now need to lower $R_4$ to allow 20.\(\text{mA}\) zener current as well as allowing a higher current thru the diode (10.\(\text{mA}\)). We can also add a zener at the bottom to control the current sources (see figure 9.20A).

\[
R_4 = \frac{V_1 - V_2 - V_z}{I_z} = \frac{15.\text{V} - 2(4.3\text{V}) - 0.75\text{V}}{20.\text{mA}} = 202.5\Omega \quad (\text{use } 280\Omega \text{ 1/2})
\]  \(\text{(EQ 9.13)}\)

The value of Resistors $R_2$ and $R_3$ should be halved to accommodate 10.\(\text{mA}\) instead of 5.\(\text{mA}\). Let $R_2 = 24.9\Omega$ and $R_3 = 43.2\Omega$

If we choose the CA 3045 transistor array we will obtain an added bonus of Vbe matching to 5.\(\text{mV}\) which will help. The 20.\(\text{V}\) breakdown between substrate and collector junction is adequate, as is the 15\(\text{V}\) collector to emitter breakdown. The base emitter breakdown needs examining for transistors 1 and 2 as they will see the full swing of the input during rectification. The maximum input difference is 5.0 Vpp SE or just equal to the minimum specified $B_{Vbe}$ for the devise. This is close but is acceptable. If the max input swing were larger we would either have to find a transistor with a higher $B_{Vbe}$ or use series diodes for rectification preceded by normal emitter followers in order to minimize distortion. We would also have to refigure the bias on the Gate Generator. Either way we are faced with a matching problem in order to minimize the unbalance of the rectifier halves. See Figure 9.20B for the variation.
Fig 9.21

Wave forms for a Region 1 detector.
Uncertain areas of the differentiated
limited signal are outside the area
of the gate.

\[ \text{Fig 9.21} \]

(Adjust to make \( T_1 = T_2 \) to center
bit negative edge in gate)
Continuing with our design. We will choose the current for the emitter follower rectifiers based on the stray capacitance on the node A.

\[ C_T = 2C_{ob} + C_{ob}(2+A) + C_{cs} + C_w \]
\[ = 2(0.6\,\text{pF}) + (0.58\,\text{pF})(2+12) + 2.8\,\text{pF} + 10.\,\text{pF} = 2.12\,\text{pF} \quad (\text{EQ 9.14}) \]

For a 5.0 MHz sinewave input the required current must exceed

\[ \left( \frac{2.5V_{ob\infty}}{2\pi(2.12\,\text{pF})} \right) = 1.73 \times 10^{-3} \,\text{mA} \quad (\text{EQ 9.15}) \]

This should operate well if we choose 3.0 ma to allow for rectifier linearity, capacitance and worse case variations.

The current source \( i_5,7 \) then becomes

\[ R_{E_{5,7}} = \frac{V_{\text{max}} - V_{\text{min}}}{3.0 \times 10^{-3}} = \frac{4.087\sqrt{2} - 0.75\sqrt{2}}{3.0 \times 10^{-3}} = 1.11 \times 10^{3} \,\text{A} \quad \text{(choose 11K 12)} \quad (\text{EQ 9.16}) \]

The collector resistors for both the Gate and Differentiator should be related to the Bandwidth. For our 5.0MHz signal we need a minimum of 50.0MHz Bandwidth in order to minimize phase distortion and amplitude reduction.

\[ R_L = \frac{1}{2\pi f C_T} = \frac{1}{(2\pi(5 \times 10^{7})(1.092 \times 10^{-11}))} = 2.91 \times 10^{5} \,\Omega \quad (\text{EQ 9.17}) \]

Where \( C_T = (2+A(C_{ob}) + C_{cs} = (14)(.58\,\text{pF}) + 2.8\,\text{pF} = 10.92\,\text{pF} \)

If we choose 200Ω we can obtain a 1.2 volt swing with 6.0mA \( I_S(6) \).
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The gain becomes:

\[ A = \frac{R_u}{\frac{L_u}{I_{ma}} + R_m} = \frac{200}{\frac{26}{3} + 5} = 14.63 \]  

(EQ 9.18)

This gain is slightly higher than the 12 we assumed in equations 9.14 and 9.17, but we have plenty of margin in both cases.

The current source resistor should be:

\[ R_i = \frac{V_{2\text{min}} - V_{2e\text{max}}}{6.0 \times 10^{-3}} = \frac{4.085V - 0.77V}{6.0 \times 10^{-3}} = 552.5 \) (see 549, 11) (EQ 9.19)

Next we can choose an emitter follower resistor 9, 10, 15, 16 to drive the following limiter stages if we allow 3 \( \text{ma} \) again we could use

\[ \frac{V_{2\text{min}} - V_{2e\text{max}} - V_{3\text{max}}}{3.0 \times 10^{-3}} = \frac{4.25V - 0.75V - 1.2V}{3 \times 10^{-3}} = 4.30K \] (choose 4.3K 11) (EQ 9.20)

The design of the differentiator is next. Going back to Equation 9.2 we would like to place the pole at an order of magnitude above the highest frequency of operation \( F_H \). (We, may modify this later when we consider noise degradation. (The Rule of Thumb usually makes the phase angle equal to 70° at \( F_H \)).

We would also like the gain at \( F_H \) to be such that the collector signal is linear and centered around -1.2V in order to drive the following amplifier. With a 2.5V peak rectified input signal we would require a gain loss to guarantee a linear swing. We can solve the dilemma by providing clipping at the collectors to reduce the amplitude swing while retaining the slope around the base line. A pair of back-to-back Schotky diodes (IN 5711) will function
well as they have no storage time constraints. (Figure 9.20C) Linearity in the emitter circuit is maintained by making the impedance and current such that neither transistor is cut off. For our 200Ω collector resistors, two 6.0 ma current sources will give us a -1.2V collector voltage on each. The emitter circuit must have an impedance at 5.0 MHz of greater than
\[ Z = \frac{V_{bb} - V_{BE max}}{I_{C}} = \frac{2.5V}{60mA} = 433 \Omega \min \] (EQ 9.21)

If Xc is greater than 433Ω then that will satisfy the requirement.

\[ C = \frac{1}{2\pi f_c X_c} = \frac{1}{(2\pi)(5\times10^9)\times(4.7\times10^2)} = 7.35 \times 10^{-10} \text{ F} \] (EQ 9.22)

If we chose 62 PF then we should cover the worst case capacitor value since we calculated the minimum current source current at 6.mA.

The gain at 5.0 MHz becomes, if RE = 0

\[ A = \frac{2R_e}{2(R_e + R_m) + j}\frac{1}{2\pi f_m C} = \frac{2(200)}{2\pi f_m C} = \frac{2(26)}{6000} - j\frac{2\pi f_m C}{6.28318} \] (EQ 9.23)

The pole is located at

\[ \frac{1}{2\pi R_f C} = 1.37 \times 10^8 \text{ Hz} \text{ or } 137 \text{ MHz} \] (EQ 9.24)

We could calculate the degradation in phase due to the real transistor parameters using the hybrid \( II \) model, but the frequencies are higher than we will be interested in (above 50 MHz).

We can add current balance by using the potentiometer as part of the emitter source resistors. The remaining gain for both limiters needs to be calculated. For a minimum input signal of 5.Vpp Diff we have 1.25V BP-SE out of the rectifier to make this signal be a 1.V square wave with rise
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and fall times equal to the logic families characteristics of 1.1 ns then at 5.0 MHz 1.1 ns represents

\[ (5 \times 10^6 \text{Hz}) \times (1 \times 10^{-9} \text{sec}) \times (360^0) = 1.98^0 \]

Therefore

\[ A = \frac{1.0V}{(1.25V)(\sin 1.98^0)} = 23.4 \]  

(EQ 9.25)

This indicates that the gain already provided with transistors 3 and 4 is not sufficient. Since we also need to match the propagation delay of both channels and the gain of the differentiator is only 0.778, then we need to have the differentiator channel gain equal to

\[ A_{\text{CHAN}} = \frac{1.0V}{(0.778)(1.25V) \sin 1.98^0} = 29.76 \]  

(EQ 9.26)

We need a gain of greater than 29.76 to achieve the same accuracy. Since this gain cannot be achieved in one stage using a MC10116 line receiver as an amplifier-limiter then two will be used. This is because \( \sqrt{29.76} < A(10116)_{\text{MIN}} \).

The final design needs only two series MC 10116 line receivers for each channel. The output 'and' gate can be a MC 10105 positive 'or-nor' gate. Notice that this design is based entirely on a percentage of the nominal signal therefore amplitude plays a dominant role in the detection process. If signal amplitude is lost then data is lost.

The waveforms should be reviewed and are shown in Figure 9.21. The output pulse width is not controlled and may be equal to any value between 10.16
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1.1 ns and 50 ns depending on the input signal amplitude. If the differentiated pulse is not centered in the gate then noise can occur at the edges of the gate due to the noise of the differentiated signal. The clipping level may be adjusted to a different percentage of the nominal signal to change the width of the nominal gate. To properly characterize the circuit a plot of pulse centering as a function of amplitude should be made, also as a function of frequency at certain fixed amplitudes.

This completes the design of a detector that can handle signals in the left hand portion, Region 1, of the bit density curve.

There are a large number of circuits that could perform this function depending on the availability of components and integrated circuits. In putting together the circuits for each block, all we need to consider are the various interfaces, their voltage, current and timing requirements.

Now what of the other areas of the bit density curve? We can evaluate them by looking at the waveforms in each area for a string of random data.

In Region 2 the signal is modified due to the pulse interaction at the higher densities. Resolutions can go down to around 70%, meaning that for three transitions in a row, but isolated on either side, the center pulse barely crosses the base line. This is illustrated in Figure 9.22. Similarly, we show the triple pulse waveform for each of the four Regions. If we were to use the detector we have just designed for Region 2 signals, the clipping level would have to be lowered to such an extent that the base line noise would pass thru. Or in other words, the minimum amplitude of the center pulse is less than the noise. In terms of clipping level percentages in Region I we could
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have a clipping level range of from 50 to 15% or 35% where 50% represents the value where we just lose a pulse and 15% of the level where we just pick up the noise. In Region 2 this range becomes negative; in other words, the clipping level value for losing the center pulse is below the value to pick up noise.

Since we must operate some detectors in these other regions, we will discuss methods for accomplishing this. The first clue comes from the way we visually determine the position of a transition pulse. Each pulse has some leading slope, some zero slope peak, a trailing slope of opposite polarity, and some peak-to-peak amplitude difference. In Region I the amplitude is always in reference to the base line therefore some fixed or moving reference around the base line will suffice. Here in Region 2, or worse, the base line becomes a moving target depending on the transition pattern. We can take two approaches. The first is where each signal peak is clamped to a reference and the amplitude is measured opening a gate if the signal exceeds some delta. Clamping is achieved by a diode as shown in Figure 9.23. As the input signal approaches its positive peak, the capacitive current is shunted to ground thru the diode then as we pass the peak this current reverses, the diode reverse biases and the RC time constant is restored. This allows the negative slope of the signal to be measured by the comparator. This voltage is chosen to represent some percentage of the signal. As can be seen there will be a time delay before the gate is opened following the true peak or transition center. This must be allowed for in the design. Further problems are the forward bias of the diode and the capacitance on that node. The main problem though is the non-uniformity of the pulse amplitudes. If the second positive pulse were of a lesser amplitude than the first then the circuit will not clamp to the second peak. All of these problems are addressed in the design that follows.
The choice of the coupling capacitor is dictated by the stray capacitance of the following network. If $C$ is very large compared to the stray capacitance then we have control of the signal transfer. Secondly, if the diode drop is small compared to the signal peak-peak amplitude, we retain control. Also, if the diode has very short minority carrier life time, this also helps reduce the switching time between the forward conducting clamp and the peak following long RC time constant. Another problem is the variation in amplitude. This can be solved by taking advantage of the alternating nature of all read signals polarities. If we provide a deliberate positive current during the periods of time immediately following the comparator sensing level, we can ensure that when the waveform again changes to a positive slope there will always be sufficient charge to clamp during the positive sloped portion of the signal. This is illustrated in Figure 9.24 where the point B represents the point where the second half comparator operates and point A the first sensing point. All this clearly shows that two such circuits are necessary to cover both positive and negative (positive on the opposite half of a differential signal).

Consider our 5 MHz HF signal we used earlier. The diode should be a hot carrier type to eliminate the minority carrier lifetime and thus speed up the reverse recovery of the diode. If the forward drop is 0.4 volts then our signal should be 10 to 20 times this value or 4-8 Vpp min. Let us choose 10. Vpp diff as an amplitude requirement nominal. If the stray capacitance is around 10 PF then the coupling capacitor should be large or 20 - 100 times that value or let's use 1000 PF. The value of R should be such that it is large compared to $X_C$ at the lowest sinusoidal frequency ($F_L$) of interest. If that were 2.5 MHz then let
FIG 9.24 B

Δ V GATE GENERATOR

WAVEFORMS SHOWING
FREE AND DRIVEN CLAMP
ACTIONS
Let us choose $681\,\Omega$ as a standard value. This forces the driving impedance to be less than $60\,\Omega$ which we can obtain by an emitter follower.

Because the signal at the comparator input is less than a few volts, it is well within the capability of an ECL line receiver. The basic design is shown in Figure 9.24. If we choose a comparator reference of 15% of the $5.0\,\mathrm{V}_{\text{pp-SE}}$ signal nominal then the comparator should be set to

$$V_{\text{ref}} = -2V_d + V_{dc} - (0.15)(5.0\,\mathrm{V}) = -1.4\,\mathrm{V} + 0.4\,\mathrm{V} - 0.75\,\mathrm{V} = -1.75\,\mathrm{V} \quad (\text{EQ 9.28})$$

In order to try to keep this value close to the 2 diode reference, which we provided in order to keep the comparator signal within the range of the line receiver, we should make them part of the comparator reference. If we used a simple resistive divider as part of the negative supply to the diodes, then we maintain control and the comparator reference becomes relatively insensitive to the diode drop variations. The PNP switch should supply a current to the clamp equal to that expected from the signal. This is simply

$$I = \frac{V_{516\,\mathrm{pp-SE}}}{R} = \frac{5.0\,\mathrm{V}}{681\,\Omega} = 7.34\,\mu\mathrm{A} \quad (\text{EQ 9.29})$$

Let us choose 10 ma. The bases of the PNP switch must be driven from a level such that the collectors do not saturate. The standard ECL levels are $-0.81\,\mathrm{max\,HI}$ and $-1.85\,\mathrm{min\,low}$. Two diode drops will guarantee a voltage more negative than the collectors. The IN4448 diode shows a minimum drop
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of 0.62 Volts at 5 ma; therefore, the two extremes will be (worst case most positive) -

\[ V_{bh} = -0.81V - 2(0.62V) = -2.05V \quad \text{PNP off} \quad (\text{EQ 9.30}) \]

\[ V_{be} = -1.05V - 2(0.62V) = -3.09V \quad \text{PNP on} \quad (\text{EQ 9.31}) \]

Now all we need to do is guarantee a minimum of 5 ma thru the diode. Using a -5.2V ± 5% power supply, the resistor is calculated from

\[ \left( \frac{V_s - 5\%}{5 \times 10^3} \right) = \frac{-4.94V - 3.09V}{5 \times 10^3} = 370 \Omega \quad \text{max} \quad (\text{EQ 9.32}) \]

If we used 300Ω, we have plenty without exceeding the current from the logic.

Now we know the current supplied from the PNP switch was chosen at 10 ma. The emitter resistor can be calculated as a nominal or we can ensure worse case that we have our 7.34 ma -- let us do the latter.

\[ R_s = \frac{V_{+\text{min}} + V_{+\text{max}} - V_{be\text{ max}}}{7.34 \times 10^{-3}} = \frac{(15-0.75)-3.09V-0.8V}{7.34 \times 10^{-3}} \quad (\text{EQ 9.33}) \]

\[ = 2.253 \times 10^3 \Omega \quad \text{(choose 2.15k 17)} \]

We can now calculate the current required to maintain the two diode -1.4V reference as the PNP switch current subtracts. Using a -5.2V supply and a 10 ma residual current for the diodes we get

\[ \frac{10.21 + \left( V_{+\text{max}} + V_{+\text{max}} - V_{be\text{ min}} \right)}{R_s \text{ min}} = \frac{15.75V + 3.85V - 0.65V}{2.128 \times 10^3} \quad (\text{EQ 9.34}) \]

\[ = 18.9 \text{ ma} \]

Therefore the resistor total required from -5.2V is

\[ \frac{V_{-\text{min}} - 2(V_{+\text{max}})}{18.9 \text{ ma}} = \frac{4.94V - 2(0.62V)}{1.89 \times 10^3} = 195.7 \Omega \quad (\text{EQ 9.35}) \]

10.21
From $q_{2} + A$

---

**Fig. 9.25**

**Time Channel for Region 2 Detector**
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To get our reference for the comparators we need to find

\[
\frac{-1.75 V_{ref} \times 2 (0.62 V)}{1.89 \times 10^{-8}} = \frac{0.51}{1.89 \times 10^{-8}} = 26.98 \mu s \quad \text{(choose 26.5 \mu s)}
\]  
(EQ 9.36)

This leaves

\[195.7 - 26.5 \Omega = 169.2 \text{ remaining (choose 169 \Omega 1\%)}\]

Now we have a squarewave resulting from the amplitude sensing of the negative slope following a peak. We need to 'and' this with a delayed pulse representing the absolute peak. But now we need a pulse representing each peak separated as to polarity one for each side. Note also that the Gate is now the total width of the transition spacing instead of just a pulse which goes away after the amplitude is lost. We need a circuit that accepts the first pulse and ignores any following until the change in polarity is sensed.

We will now design the rest of the detector to go with the Gate Generator we just designed. The differentiator is similar to the one we designed for the Region 1 detector only we will drive the two bases differentially instead of from a rectified signal. This way we retain polarity sensing. If we choose the base bias of -5 volts then the entire design can be repeated except for a stage that follows the limiting amplifiers. Notice our preoccupation with ECL compatibility. The differentiator outputs an edge for each zero crossing with undetermined edges in between due to the signal returning to the noisy base line of our example in Figure 9.22. This edge is unipolar for each peak of the same polarity thus we can separate the pulses. A circuit for generating these pulses is called a split Bidirectional Single Shot. Although
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true Single Shot the input timing makes it behave that way. It takes the age of a single capacitor in the emitter feedback path just as in our differentiator only here the transistors are either conducting or off which makes it an overdriven differentiator. It functions by forcing emitter current source to flow onto the capacitor until its charge as such that the transistor bias changes to a forward bias. Figure 9.26 the waveforms. The collector 7 current changes from the source value zero on cut off while the capacitor is changing its charge. When the emitter voltage falls to the value necessary to turn the transistor 7 back increasing the collector 7 current back to the source value. When the opposite edge occurs the current which normally flowed thru the transistor now flows thru transistor 7 as well as its own source current, thus doubling collector 7 current until transistor 8's bias allows it to turn back on. Cause of the double collector current, a pair of clamp transistors 9 and 10 is added in order to keep the collector 7, 8 out of saturation.

The design follows the ideas presented in the waveforms. Let us choose current source of 10 ma in order to maintain circuit speed.

\[
\begin{align*}
R_{\text{max}} &= \frac{V_{\text{in}} - V_{\text{out}} + \min - V_{\text{be max}}}{10.0 \text{ ma}} = \frac{4.94V - 0.98V - 0.88V}{10^{-2}} \\
&= 311 \Omega \quad \text{(choose } 301 \Omega \text{)}
\end{align*}
\]

If we want a minimum pulse width of 50 ns, then the capacitor should be larger than

\[
C = \frac{(I_{\text{min}})(T_{\text{min}})}{2 \Delta V_{\text{be min}} - \text{sec}} = \frac{(1 \times 10^{-3})(5 \times 10^{-8})}{1.65V - 0.98V} = 7.46 \times 10^{-9} \text{ F}
\]

EQ 9.38
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We should choose 75 to 82 pF since the pulse time is slightly altered by the transistor current as the off transistor starts to conduct. The collector load resistor is chosen to give greater than an ECL logic level change max of 1.85-0.81 volts or 1.04V; let us choose 1.2 Volts at 10 ma. The two resistors associated with the clamp are set to develop 0.6V across the emitter-base resistor and 0.6 volts across the base-collector resistor at 10 ma; therefore, they should be 60Ω each (choose 60.4Ω).

The remainder of the circuit is built using ECL blocks. The circuit for ignoring subsequent same polarity pulses is simply a RS latch followed by a Bidirectional Single Shot. The only difference to the design from the Split Bidirectional Single Shot we just designed is when we tie the two emitter followers together thus performing the positive 'dot or' function. We will use 300Ω resistors for the emitter return resistors as we calculated before. The delay line should be inserted in the limited differentiated signal path preferably between the two amplifiers in order to preserve as much symmetry as possible. A differential delay line is preferable.

Now that was a lot of circuitry but we had to perform the functions required. To summarize, we needed a Gate Generator capable of operating on peak-to-peak differences instead of a base line related reference. The circuit chosen introduced an amplitude dependent delay and a bidirectional gate equal to the timing between transitions plus or minus some error. This forced the pulses resulting from the limited differentiated signal to require a delay and to have separated positive and negative peak sensed pulses. We solved both these problems with a differential delay line which maintained most of the symmetry. (If a single ended delay line is used then the symmetry can be recovered by careful adjustment of the bias of the following differential amplifier. Note
n of 2 is lost by going single ended and back to differential.)
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**Fig 9.26**

Operational waveforms for the split bidirectional single shot of Fig 9.15

\[ C = \frac{1}{2 \cdot \Delta V_L} \]

**Fig 9.27**

Shoulder caused drop, noise causes drop to cross base line

Near zero drop noise
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the signal, and it does, the slope of the shoulder is changed either to zero or oppositely such that a zero crossing is obtained which results in an erroneous output pulse. It is this shoulder caused droop (Figure 9.27) that forces code related bandwidth limited Region 2 signals to still require a Gate Generator. Such is the case with the industry wide MFM code when used in this region. If we use a lead network instead of a differentiator then the droop is reduced and the output can be limited to create a polarity related gate. We still require the differentiator because we need the precise time of the true peak. A lead network would distort the pulse timing. The circuit is shown in Figure 9.28.

The shoulder can be shown to contain considerable 3rd Harmonic. The lead network need only attenuate the third harmonic to achieve the desired result. Let us design for a \( F_L \) of 2.5 MHz. We want to reduce the differentiated 3rd harmonic by 6 db more than the \( F_L \) signal. This, of course, depends on the amount of shouldering we have on the lowest density signal. The pole associated with the network can be established from

\[
R_e - jX_c = 200 \frac{\Omega}{\omega_e} \\
R_e - j \frac{X_c}{3} = \frac{2}{3} 200 \frac{\Omega}{\omega_e}
\]  

(EQ 9.39)  

(EQ 9.40)

The 3rd harmonic gain of the differentiator is 3 times the gain at the fundamental; therefore, we want half of that to get our 6 db loss at the 3rd harmonic.
**Fig 9.28**

Lead network gate generator for region 2

**Fig 9.29**

Region 3 detector (simplest of all)
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\[ \Theta = \tan^{-1} \frac{X_c}{R_e} \quad \chi = \tan^{-1} \frac{X_c}{3 \cdot R_e} \]  

(EQ 9.41, 2)

\[ X_c = 200 \sin \Theta = 200 \sin \left( \tan^{-1} \frac{X_c}{R_e} \right) \]  

(EQ 9.43)

\[ R_e = \frac{X_c}{\tan \Theta} = \frac{200 \sin \left( \tan^{-1} \frac{X_c}{R_e} \right)}{\tan \Theta} \]  

(EQ 9.44)

\[ R_e = \frac{X_c}{\tan \chi} = \frac{133.33 \sin \left( \tan^{-1} \frac{X_c}{3 \cdot R_e} \right)}{\tan \chi} \]  

(EQ 9.45)

\[ R_e = \frac{200 \sin \left( \tan^{-1} \frac{X_c}{R_e} \right)}{X_c} = \frac{133.33 \sin \left( \tan^{-1} \frac{X_c}{3 \cdot R_e} \right)}{X_c} \]  

(EQ 9.46)

\[ 1 = \frac{200 \sin \left( \tan^{-1} \frac{X_c}{R_e} \right)}{X_c} = \frac{3 \left( 133.33 \sin \left( \tan^{-1} \frac{X_c}{3 \cdot R_e} \right) \right)}{X_c} \]  

(EQ 9.47)

\[ 200 \sin \left( \tan^{-1} \frac{X_c}{R_e} \right) = 400 \sin \left( \tan^{-1} \frac{X_c}{3 \cdot R_e} \right) \]  

(EQ 9.48)

\[ \sin \left( \tan^{-1} \frac{X_c}{R_e} \right) = 2 \sin \left( \tan^{-1} \frac{X_c}{3 \cdot R_e} \right) \]  

(EQ 9.49)

\[ \sin \left( \tan^{-1} A \right) = 2 \sin \left( \tan^{-1} \frac{A}{3} \right) \]  

(EQ 9.50)

substituting the identity of \( \tan^{-1} A = \sin^{-1} \sqrt{1 + \frac{A^2}{A^2}} \)

we can get \[ \sin(\sin^{-1} \frac{A}{\sqrt{1 + A^2}}) = 2 \left( \sin(\sin^{-1} \frac{A}{3 \sqrt{1 + \frac{A^2}{9}}}) \right) \]  

(EQ 9.52)

\[ \frac{A}{\sqrt{1 + A^2}} = \frac{2}{3} \frac{A}{\sqrt{1 + \frac{A^2}{9}}} \]  

(EQ 9.53)
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or \[ A = \sqrt{\frac{5}{3}} = 1.2909944 \] (EQ 9.54)

\[ \tan^{-1} A = 52.238756^\circ = \theta \] (EQ 9.55)

\[ \tan^{-1} \frac{A}{3} = 23.283731^\circ = \alpha \] (EQ 9.56)

\[ X_C = 200 \sin 52.238756^\circ = 158.11 \, \Omega \] (EQ 9.57)

\[ R_E = \frac{158.11}{\tan 52.238756} = 122.47 \, \Omega \] (EQ 9.58)

for proof we will verify that \[ \frac{X_C}{3} \] produces 133.33 at 23.383°

\[ 2 \times \sin 23.283731 = 133.33 \, \Omega \, \text{QED} \] (EQ 9.59)

Our capacitor is

\[ C = \frac{1}{(2 \, \pi \times 2.5 \times 10^4 \times 158.11)} = 4.02 \times 10^{-10} \, \mu \text{F} \] (EQ 6.60)

Choose 390 PF.

The resistor becomes, using our 6.0 ma current source,

\[ R = 122.11 - 2 \left( \frac{I}{E} + s \right) = 103.4 \, \Omega \] (choose 100Ω)

All other circuit values are as we calculated them before.

The limiting gain required for a 5.0 V_{pp} diff input signal is from EQ 9.25

\[ A_{\text{min}} = \frac{1.0V}{(1.25V_{BP \, SE})(\sin 1.98^\circ)} = 23.4 \text{ as before} \]
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23.4

Therefore we need \( \frac{23.4}{2} = 11.7 \) in the following stages.

The MC 10116 has a minimum gain of around 8; therefore, we need two series stages as before. This circuit is less noisy due to the clamping operation of the first circuit for Region 2 but, as stated before, can only be used with signals that do not return to the base line between transitions but have a reasonably small shoulder.

The circuits of Region 3 are are far simpler, in fact, they are the cheapest of all. The drawback is, of course, the much poorer resolution and the attendant bit shift. We did discuss ways of reducing the bit shift by using Write Precompensation, but in this region that method has diminishing returns due to amplitude loss. We will discuss other methods of compensating, but they are restricted to certain codes.

The block diagram is simply a differentiator followed by a series of limiters and a Bidirectional Single Shot. No gating and no need to line up pulses in the gate. See Figure 9.29.

Again we will consider our 5.0 MHz, 10 V_{pp} \max diff linear input signal only we will drop down to 1.0 V_{pp} \diff for the minimum. This is consistent with practice in this region. The differentiator is the same as before -- we do not need to change a thing (except remove the delay line from the Region 2 version). All design criteria is the same since we want to use ECL logic. The only thing we need to do is to refigure the total minimum gain required.

\[ \text{(EQ 9.61)} \]
FIG 9.30 A

REGION 2 (RIGHT PORTION ONLY) DATA DETECTOR

As long as B > A,

FIG 9.30 B
owing the gain of the differentiator is $0.778 \angle 89.9^\circ$ from EQ 9.23, we require
\[
\frac{115.77}{0.778} = 148.8 \text{ in the limiters} \quad (EQ \ 9.62)
\]
This is too much for two limiters with a gain of 8 each therefore we need 3.
We spare gain then $\frac{512}{\sqrt{148.8}} = 3.4$ more than we need, but it does not hurt at
all since the signal is limited.

In Region 4 the detector is the same as in Region 3 only the bit shift
or peak shift is so bad that other methods must be used to determine the presence
or absence of a peak in a particular time slot or bit cell. This will be dis-
\nuposed when we talk about clocking circuits.

There is no reason to assume that the preceding circuits could not be

Another type of detector is used in Region 2, particularly the right hand
side of Region 2. As can be seen the shouldering which is due to 3rd harmonic
content is worse to the left and better to the right which is opposite for bit shift. We can take advantage of the lesser shouldering by introducing
a circuit that is tolerant of some shouldering. Refer back to Figure 9.27.
As can be seen, the worry is when the noise content carries the differentiated signal back across the base line thus generating a false bit. In the circuit
of Figure 9.30A a delay line has been added in series with a Bidirectional
Single Shot and applied to the clock of a 'D' flip flop. This then provides
a clock for each zero crossing regardless of its legitimacy. The operation
can be deduced with the aid of Figure 9.30B.
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As can be seen if the delay is established to be greater than the noisy droop area A and less than area B or the certainty area then the 'D' flip flop will reproduce the limited signal, delayed, without the noisy area for a noise generated clock will just clock in the same polarity.

\[ A < \text{Delay} < B \]  \hspace{1cm} (EQ 9.63)

The engineer must be able to guarantee the above equation for all head-disk variations over the proposed production. The remainder of the circuit follows as before, with the use of a Bidirectional Single Shot to generate RZ data.

There is another form of differentiator that can be designed that provides a poorer response to the third harmonic than the more traditional differentiator. Usually high frequency roll off is provided at the expense of true differentiation by placing the unavoidable pole such that the phase angle at the highest frequency is 70°. For example, in a system where

\[ F_H = 2F_L \]

we choose \( X_C \) of the differentiator as 100Ω at \( F_H \)

therefore

\[ Z_{\text{EMITTER}}_{F_H} = \frac{100}{\sin 70°} = 106.4 \Omega \]  \hspace{1cm} (EQ 9.64)

\[ R_{\text{EMITTER}} = \frac{100}{\tan 70°} = 36.39 \Omega \]  \hspace{1cm} (EQ 9.65)

\[ Z_{\text{EMITTER}}_{F_L} = \frac{200}{\sin(\tan^{-1}\frac{200}{36.39})} = 203.28 \]  \hspace{1cm} (EQ 9.66)

\[ Z_{\text{EMITTER}}_{3F_L} = \frac{200}{3} \left( \frac{1}{\sin(\tan^{-1}\frac{200}{3(36.39)})} \right) = 75.95 \Omega \]  \hspace{1cm} (EQ 9.67)
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for a gain of \( L^2 \approx 3L \) of \( \frac{203.28}{75.95} = 2.676 \) (EQ 9.68)

Then we can see the worsened effect of the shoulder. The new differentiator produces a fixed phase angle of +90° with a sine function in magnitude that can be judiciously placed to our advantage.

This circuit was invented by a student named TSAI HWA CHEN* in response to an engineer's complaint of the foregoing effects. Mr. Sordello provides the following derivation from figure 9.31:

From the identities

\[
\sin \theta = \frac{e^{j\theta} - e^{-j\theta}}{2j}
\]

\[ T = e^{-sc} \Rightarrow e^{-j\omega T} \] (EQ 9.69)

\[ V_o = V_o (1 - e^{-j\omega T}) \]

\[ \frac{V_o}{V_o} = 1 - e^{-j\omega T} = 1 - e^{-\frac{j\omega T}{2}} \cdot e^{-\frac{j\omega T}{2}} \] (summarize)

\[ \frac{e^{j\omega T}}{e^{j\omega T}} - \frac{e^{-j\omega T}}{e^{-j\omega T}} = \frac{2j}{2j \left( \frac{e^{j\omega T}}{2} - \frac{e^{-j\omega T}}{2} \right)} \]

\[ = 2j \left( \frac{e^{j\omega T}}{2j} - \frac{e^{-j\omega T}}{2j} \right) \left( e^{-\frac{j\omega T}{2}} \right) = 2j \left( \sin \frac{\omega T}{2} \right) \left( e^{-\frac{j\omega T}{2}} \right) \] (EQ 9.72)

FIG 9.31

DELAY LINE DIFFERENTIATOR

\[ |M| \]

\[ \frac{\pi}{2} \leq \frac{\pi}{2} \leq \frac{3\pi}{4} \]

FIG 9.32A

MAGNITUDE AND PHASE PLOT OF THE DELAY LINE DIFFERENTIATOR WITH DELAY REMOVED

FIG 9.32 B

SCHEMATIC OF A BALANCED DELAY LINE DIFFERENTIATOR
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which is a gain with a sinusoidal response at a phase angle of 90° and delayed by $\frac{T}{2}$.

If for a Region 2 system where $F_H = 2F_L$ we can choose to place $F_H$ at $\frac{\pi}{2}$ then, \( f(\ref{9.32.a}) \)

$$\frac{\omega_H T}{2} = \frac{\pi}{2}$$

(EQ 9.73)

Where $W_H = 2\pi F_H$ then we can calculate the delay required.

$$\frac{2\pi F_H T}{2} = \frac{\pi}{2} \quad \text{or} \quad T = \frac{1}{2F_H}$$

(EQ 9.74)

This says that at $3F_L$ and at $F_L$ the magnitude response is 0.707 or

$$\frac{2\pi F_L T}{2} = \frac{\pi}{4} \quad \text{and} \quad \frac{2\pi 3F_L}{2} = \frac{3\pi}{4}$$

(EQ 9.75)

Using this circuit the gain at $3F_L$ becomes the same as at $F_L$ for a $\frac{1}{2.676}$ improvement over the older method.

Because the accuracy of the peak itself in the presence of the 3rd harmonic is enhanced the limiter stage gain needs to be raised by 2.676 or more when using this differentiator due to the reduction in the 3rd harmonic content. A second filter is required in order to suppress the higher lobes of the magnitude response. This filter precedes the differentiator.

The differentiator circuit is shown in Figure 9.31.8

The delay line is placed across the collectors thus producing the function of subtraction differentially. The collector resistor load
DETECTORS

is fixed at Zo of the delay line thus absorbing reflected energy either way.

This concludes the chapter on detectors.
LINEAR AMPLIFIER

The linear amplifiers are used to provide the linear gain between the preamplifier and the detector. They include stages of gain, selection, filtering, phase correction, AGC gain control, and signal shaping. This chapter will deal with all these circuit functions.

Reviewing the block diagram, Figure 5.1, we can see the placement of these amplifiers. Figure 10.1 shows a typical functional block diagram.

We can now discuss the type of amplifier required based on what we know about the detector requirements. All detectors that include a fixed amplitude reference as a criteria for opening a gate require Automatic Gain Control (AGC) such that the input to the Detectors remains within some bounds. Those that do not have a fixed reference for the gate and those with no gate do not require AGC. There are some circuits that use an amplitude determined reference for the clipping level instead of a fixed value such as we used in Figure 9.19. This could just as easily be derived from the input amplitude by adding a filter to the diode isolated Full Wave Rectified signal such as is shown in Figure 10.2.

The dynamic range of the Detector input would be wider due to the variations in head signal and amplifier tolerances. The AGC restricts the dynamic range of the detector input to a more reasonable value which reduces the amplifier power dissipation associated with very large signal swings.

Detectors in Region 3 do not require AGC. They do, however, require a very large gain but most of this can be in limiting stages as previously discussed. The Bandwidth of the Linear amplifiers requires careful control in order to properly pass the head signal while eliminating extraneous noise. They are also called upon to correct for nonlinear phase delays and to provide some
FIG 10.1  BASIC LINEAR AMPLIFIER BLOCK DIAGRAM INCLUDING A.G.C.

FIG 10.2  SIGNAL AMPLITUDE CONTROL OF THE CLIPPING LEVEL. (SEE FIG 9.19 FOR THE REST OF THE CIRCUIT)

FIG 10.3A  TRANSIENT RECOVERY OF COUPLING CIRCUITS
LINEAR AMPLIFIER

spectral shaping in some cases. The code used determines the width of the bandwidth while the data transfer rate or transition rate determine the upper fundamental frequency of interest. Most codes have a DC content thus any AC coupling after the differentiator is detrimental to the bit timing. This occurs as the base line moves to make the area above and below the base line equal. When this happens the zero crossings are lost resulting in time shifted crossings. You will notice that all the designs of the differentiator that we discussed in Chapter 9 are DC coupled with balancing circuits, to eliminate offsets, following actual differentiation.

AC COUPLING

The linear amplifier, however, can be AC coupled as long as the low frequency cut off is below the frequency at which there is significant energy. This raises a problem as the $T$ of such coupling circuits is large making recovery from a DC transient or shift very long. We have this problem any time we change heads or when switching from a Write to a Read. If $T$ were 10 $\mu$s then for the base line to be fully recovered we require 50 $\mu$s or 5$T$. We can take advantage of the common mode rejection of a differential amplifier for common mode shifts in DC level, but unfortunately almost all transient shifts are non symmetrical therefore differential. We must reduce this recovery time substantially as it forces an increase in the formatting time lost between records. There are two circuits that can be used that reduce $T$ for the duration of a switching transient yet allows the full $T$ for data handling. These are shown in Figure 10.3A and B.
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In Figure 10.3A a chopper transistor is used in the inverted connection to short the coupling resistor for the duration of the transient. The charge on the coupling capacitor then can quickly reach the level required. After just a few microseconds the base drive is removed restoring the \( \tau \) of the coupling circuit. The emitter follower pull down current must be great enough to charge the capacitor to the most negative transient value within the allotted time. Care must also be given to the emitter current - base current curves of the chopper transistor as there is still an offset, but this should now be common mode therefore the recovery from the chopper offset appears much shorter and less noticeable.

The second circuit shown in Figure 10.3B uses a Fet as a voltage controlled resistor. There are two considerations associated with its use. First the drain voltage of the transient may force the Fet into the current source mode which is past the knee of the \( V_D - I_D \) curves which increases the recovery time; and second, the capacitive coupling of the gate switching transient to the drain can leave an undesirable transient, but this is also common mode or nearly so.

The \( \tau \) of the coupling circuit must be at least ten times that for the lowest fundamental frequency. This must include the effect of all the series coupling capacitors, base and emitter, up to the bases of the differentiator. For example, if we had 5 such coupling circuits each with a \( \tau \) of 10 \( \mu \)sec then a single one would have a -3db frequency \( F_1 \) of 15.91 KHz, but 5 in series would be down 15 db at 15.91 KHz. The real -3db frequency would be

\[
F = \frac{1}{2\pi \tau}
\]

\[
\left( \frac{F_{3db, \text{wire}}}{F_{3db, \text{piss}}} \right) \tan^{-1} \left( \frac{2.61}{20 \pi} \right) = \tan^{-1} \left( \frac{2.61}{20 \pi} \right) \left( 1591 \right) = 41.22 \left( \text{KHz} \right)
\]

The upper 3db roll off is controlled by the upper transition rate.
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UPPER FREQUENCY ROLL OFF (Continued)

Generally, the -3db point occurs near 1.5 times half the transition rate. This is necessary as we need to include the harmonics associated with the shoulders. The degree of roll off should be a function of the noise spectrum and usually is between 18-24 db per octave. A primary consideration is the effect on phase linearity which we will discuss shortly. The type of filter depends on the amount of roll off required, the amount of phase correction required and the degree of signal shaping required. Most amplifiers use either the Butterworth type filter because of its maximally flat magnitude response, or the Butterworth Thompson filter which is a compromise between a maximally flat time delay response. The Bessel filter is also used because of its maximally flat time delay characteristics, however, it has poor roll off characteristics. A newer approach is to use cosine filters to shape the signal before detection in order to improve the PW50. Generally filters are concerned with reducing noise while retaining the signal except as last discussed. The amplifier must not contribute to the roll off significantly as this type of roll off is uncontrolled due to stray capacitances, transistor junction capacitances, and Miller capacitance. For this reason, we follow the general rule of 10 times the required filter bandwidth for the complete amplifier. This means that each stage should have a bandwidth greater than \(10\sqrt{N}\) times the upper 3db point where \(N\) is the number of stages in series.

GAINS

The amount of gain required in the linear portion can be calculated from the minimum head signal expected out of the Pre Amplifier and the minimum
LINEAR AMPLIFIERS

GAINS

signal required at the input to the Detector.

\[ A_{\text{min}} = \frac{V_{\text{in min pp-diff @ detector}}}{(V_{\text{head min pp-diff}})(A_{\text{min pre amp}})} \]  

EQ 10.2

We must then determine the maximum signal that will appear at the Detector input resulting from a maximum head signal times the maximum Pre Amplifier gain times the maximum Linear Amplifier gain.

\[ V_{\text{max pp-diff}}^{0} = (V_{\text{head max pp-diff}})(A_{\text{max pre amp}})(A_{L A . \text{ max}}) \]  

EQ 10.3

If we compare the results of EQ 10.3 to the restrictions to the upper input voltage to the Detector, we will see if we need AGC or not, or if we need to increase the linear range of the Detector input. For Region 1 and 2 circuits it is preferential to use AGC which allows us to reduce the power dissipation of the last linear stages. It is also preferred that the signal level at the Detector inputs be established at at least -6db below the tolerable distortion limit of the Detector's first input stage. This allows a ±6 db margin to handle sudden amplitude changes without detrimental distortion. For Region 1 and Region 2, fixed reference Detectors AGC is required unless the delta signal amplitude worse case is less than the Detector limits. Such is highly unlikely.

As we discussed before it is also preferable to break the gain requirements up into several stages of low gain rather than one or two of high gain because of Bandwidth requirements. Commercial differential video amplifiers can serve well in these positions except for the last stage or stages due to the signal output swing requirements for accuracy vs. the IC's specification. We designed for 5.0 Vpp nominal into the Detector because of the 0.1V linear region of a
AR AMPLIFIERS

S (Continued)

ent switch vs. the percentage reference. As long as the signal remains
where we require the peak this will always be true.

SECTION

Often the head signal originates from several sources, such as,
groupings of widely separated heads, fixed heads and moving heads, or
d-Verify heads. Such arrangements can be suitably handled by providing
parate loading and separate amplification at the first stage. The
individual first stages can have different gains to accommodate differing
el signals. Selection is usually accomplished by a collector dot of
individual amplifiers with a switch current source. Such a circuit is
own in Figure 10.4. There is a commercial device available, MC1445, that
forms the same function though the input dynamic range is limited to a
w hundred millivolts including offsets. As can be seen this circuit can be
signed for any signal amplitude gain, Bandwidth, or bias levels. The design
cludes the usual considerations of linearity etc. Let us assume that the
put signal is referenced to ground at 200Ω differential with a -0.7V DC
ponent across 402Ω to ground each phase. This signal maximum can be 150 mV
P DIFF with a 50 mV maximum DC offset. Bandwidth requirements are DC to
.0 MHz. Let us have a gain of 2. This will allow us to connect the Preamplifier
ear Amplifier. First we can calculate \( R_3 \) from the known value of \( R_1 \) and
\( R_2 = 402Ω \) to obtain the desired termination.

\[
R_3 = \frac{(R_1 + R_2)\left(\frac{Z_T}{R_1 + R_2 - Z_T}\right)}{R_1 + R_2 - Z_T} = \frac{(402 + 402)(200)}{402 + 402 - 200} = 266.2 \text{Ω} \tag{EQ 10.4}
\]

(see 261 ± 1%)
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SELECTION (Continued)

Now that we have fixed the collector resistors we need to determine the emitter current as that in series with the total emitter resistance $R_E + r_e + R_m$ determines the linearity of the stage.

We calculated a 200 mv pp input maximum; therefore we need greater than

$$\frac{\text{V}_{\text{pp max}}}{R_T} = \frac{0.200 \text{V}}{100\Omega} = 2.0 \text{mA}$$

(EQ 10.8)

This then means that we need twice that current to reduce the variables associated with $r_e$ at this current level. Choose 4.0 mA.

The main resistor $R_E$ can now be determined.

$$R_E + r_e + R_m = \frac{R_E}{A} = \frac{200}{2} \Omega$$

(EQ 10.9)

Therefore

$$R_E = \frac{200}{2} - \frac{36}{4} \Omega = 88.5 \Omega$$

(EQ 10.10)

Just to see the effect of the emitter resistance, let us tabulate the gain change as a function of current $I$, using

$$A_I = \frac{R_E}{R_E + \frac{2b}{I_e} + R_m} \quad A_T = \sqrt{A_+ \cdot A_-}$$

(EQ 10.11)
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SELECTION (Continued)

With a 150 mV pp DIFF input signal + 50 mV offset we can have a 200 mV pp differential input maximum.

The collector resistor is based on the 50 MHz Bandwidth and the stray capacitance. Notice that this is the stage Bandwidth not the Amplifier Bandwidth.

We will calculate the capacitive load as \( C_T \).

\[
C_T = (c_{b1} (1 + A)) + (c_{b2} + c_w) = 0.58 (1+2) + 0.58 + 10 \text{ pF} \tag{EQ 10.5}
\]

\[
= 12.32 \text{ pF}
\]

Miller capacitance must be included as our source impedance is \( \frac{200}{2(2)} = 50 \Omega \)

which represents the termination and the input cable in parallel single ended.

Choose \( R_L = 200 = 2 R_E \) and \( \beta_{\text{Min}} = 20 \)

\[
F_{\text{Miller}}^{\text{db}} = \frac{1}{(2 \pi c_r k_c (c_{b1} (1 + A)))} = \frac{1}{(2 \pi 200 (5.8 \times 10^{-9})(1+2))}
\]

\[
= 4.575 \times 10^8 \text{ Hz} \tag{EQ 10.6}
\]

or \( F \) due to stray capacitance

\[
F_{-3\text{db}} = \frac{1}{(2 \pi c_r k_c (c_T))} = \frac{1}{(2 \pi 200 (2.33 \times 10^{-12})}) = 6.459 \times 10^7 \text{ Hz} \tag{EQ 10.7}
\]

Which means that the stray capacitance dominates with a pole at 64.6 MHz which satisfies our requested Bandwidth.
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SELECTION (Continued)

interested in the peak input into the differentiator as that determines the slope at the zero crossing. We might have improved our chances by settling for a higher $Z_E$. This should have been calculated with $2Z_E$ instead of $Z_E$. Although the ratio of $r_e$ to $Z_E$ is much smaller than our present one thereby maintaining linearity over a wider input swing and thereby making the loss in gain unnecessary.

The linearity is determined solely in the emitter circuit (if linear resistors are used in the collector).

The rest of the circuit can be designed with the tools we have already established and therefore we will not take the space to repeat them. We could emphasize the bias of the current switch used to select the amplifier input to the collector dot. The most positive base must never cause the negative swing of the amplifier emitters above it to saturate due to $V_{be}$ and $I_{RE}$ drops.

TOTAL AMPLIFICATION

With all the previous background we will now design an amplifier to connect between the Preamplifier and the Detector.

If the range of the Preamplifier output was 100 $V_{min}$ pp DIFF to 150 m$V_{pp}$ MAX, including offset, and we wanted a nominal of 7.5 $V_{pp}$ DIFF into our Detector ($5.0_{MIN}$ - 10.0 $MAX_{VPP}$ DIFF) then we can establish the gain required and the number of stages. From Equation 10.2 we calculate we need a gain of 50 MIN and 66.66 MAX or 60.0 nominal. This is obviously too great for presently available video amplifiers for the output swing required, therefore we need to break it up. $\sqrt{60} = 7.74$ but $\frac{3}{2}\sqrt{60} = 3.914$ which is much more easily manageable.
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(Continued)

<table>
<thead>
<tr>
<th>I</th>
<th>A+</th>
<th>A-</th>
<th>A_TOTAL</th>
<th>DIFF DISTORTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>2.000</td>
<td>2.000</td>
<td>2.000</td>
<td>0</td>
</tr>
<tr>
<td>3.5</td>
<td>1.9815</td>
<td>2.0145</td>
<td>1.9979</td>
<td>0.105%</td>
</tr>
<tr>
<td>3.0</td>
<td>1.9575</td>
<td>2.0263</td>
<td>1.9916</td>
<td>0.42%</td>
</tr>
<tr>
<td>2.5</td>
<td>1.9249</td>
<td>2.0361</td>
<td>1.9797</td>
<td>1.01%</td>
</tr>
<tr>
<td>2.0</td>
<td>1.8779</td>
<td>2.0442</td>
<td>1.9592</td>
<td>2.04%</td>
</tr>
<tr>
<td>1.5</td>
<td>1.8045</td>
<td>2.0512</td>
<td>1.9238</td>
<td>3.81%</td>
</tr>
<tr>
<td>1.0</td>
<td>1.6736</td>
<td>2.0573</td>
<td>1.8555</td>
<td>7.22%</td>
</tr>
<tr>
<td>0.5</td>
<td>1.3745</td>
<td>2.0625</td>
<td>1.68371</td>
<td>15.81%</td>
</tr>
<tr>
<td>0.25</td>
<td>1.0126</td>
<td>2.0649</td>
<td>1.4460</td>
<td>27.70%</td>
</tr>
<tr>
<td>0.125</td>
<td>.66334</td>
<td>2.0660</td>
<td>1.17066</td>
<td>41.46%</td>
</tr>
</tbody>
</table>

This means is that the distortion at the peak input signal amounts to an instantaneous gain change of about 2.04\% differentially and about 6.1\% single ended on one collector, the positive peak, and 2.21\% on the other collector, negative peak. Now we see the reason for increasing the current. The factor \(i_2\) is not sacred but strictly depends on the ratio of \(r_e\) to \(R_e \& R_m\). If we use 8ma then the distortion would be much less differentially and particularly the positive peak. Now the designer has to choose between the power dissipation resulting from the higher currents and the amount of distortion that can be tolerated. This will be increasingly more important when we consider the higher level stages and the differentiator.

Notice back when we calculated the gain impedance for the differentiator 9.23 and for the Gate Generator where no \(R_e\) was used we were not concerned with collector peak distortion since we threw away the peaks with limiters, but were interested in the linear portion around the base line. But we are...
FIG 10.5
THREE STAGE LINEAR AMPLIFIER
50 MHz BW, $\beta T = 60$

FIG 10.6
BASIC AMPLIFIER
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TOTAL AMPLIFICATION

Or we could use a µa 733 for the first stage with a gain of 10 followed by a high level amplifier with a gain of 6 either would be acceptable but as we would like to add some other function, we will go with the 3 stage circuit. The amplitude MIN and MAX is shown for each stage in Figure 10.5.

The bandwidth of the amplifier is to be 50 MHz; therefore we need
\[ \sqrt{3} \times 50 = 86.6 \text{ MHz} \]

For each stage, we need
\[ f = 50 \times \tan^{-1} \left( \frac{1}{\sqrt{3}} \right) = 98 \text{ MHz} \]

\[ C_T = C_{b_1} (1+\alpha) + C_{b_2} + C_W = 0.58 \mu F (1+3.914) + 0.58 \mu F + 4.0 \mu F \]

\[ = 13.43 \mu F \]  

\[ \left( \text{EQ 10.12} \right) \]

\[ R_L < \frac{1}{(2\pi)\beta_\omega C_T} = \frac{1}{(2\pi)8.6 \times 10^7 \times 1.23 \times 10^{-11}} \]

\[ = 2.47 \times 10^3 \quad \text{(choose 243 k\Omega)} \]  

\[ \left( \text{EQ 10.13} \right) \]

\[ R_{E_{\text{total}}} = \frac{243 \mu \Omega}{3.914} = 61.32 \Omega \]  

\[ \left( \text{EQ 10.14} \right) \]

This requires some thought for if we calculate the currents required to maintain a maximum of 5% distortion we must have only \( \frac{3}{\sqrt{5}} \)\% distortion in each stage or 1.7% each. The distortion is worst for the positive half cycle; therefore, we will use that value as our 1.7% MAX.

\[ 1.7\% \text{ of } 61.32 \Omega = \Delta T_e = 1.042 \Omega \]  

\[ \left( \text{EQ 10.15} \right) \]
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TOTAL AMPLIFICATION (Continued)

\[
\begin{align*}
-4.988 \pm 2.33 \times 10^6 & = -15.58m + 8.79m \\
\frac{2(1.042)}{2} & = 1.041m = \Delta f_e
\end{align*}
\]

The correct root is 13.58 ma which gives 1.041m = \Delta f_e

\[
\begin{align*}
\text{Stage 3:} & \quad 1.042 I_1^2 - 1.042 \left( \frac{2297. \text{mV}}{2(61.32)} \right) I_1 - 26 \left( \frac{2297. \text{mV}}{2(61.32)} \right) \\
& = 1.042 I_1^2 - 19.51 I_1 - 486.46 \\
& = -19.51 \pm \sqrt{(19.51)^2 - 4(1.042)(-486.46)} \\
& = -19.51 \pm \sqrt{39.04 + 2002.6} \\
& = -19.51 \pm \sqrt{2041.6} \\
& = -19.51 \pm 44.90 \\
\frac{2(1.042)}{2} & = -32.92m + 14.19m \\
\end{align*}
\]

The correct root is 32.92 ma which gives \Delta f_e = 1.042m

As can be easily seen the small built-in error in the equation is when we used \(2(61.32)\) as \(R_1\) when we know the real resistance is \(\frac{26}{I_{\text{INST}}} + 5 + R_E\) to determine \(I_2\).

The value of \(R_E\) for each of the 3 stages is:

\[
\begin{align*}
\text{Stage 1:} & \quad R_{E1} = 61.32 - 5 - \frac{26}{I_{1_{\text{nom}}}} = 61.32 - 5 - \frac{26}{6.17} = 52.1m \\
\text{Stage 2:} & \quad R_{E2} = 61.32 - 5 - \frac{26}{I_{1_{\text{nom}}}} = 61.32 - 5 - \frac{26}{13.58} = 54.4m \\
\text{Stage 3:} & \quad R_{E3} = 61.32 - 5 - \frac{26}{I_{1_{\text{nom}}}} = 61.32 - 5 - \frac{26}{32.92} = 55.5m
\end{align*}
\]
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Therefore
\[
\frac{26}{I_1 - I_e} - \frac{26}{I_1} = 1.042
\]

(EQ 10.16)

where \( I_e \) is the current resulting from \( \frac{V_{in \ pp \ diff}}{2 \ \Omega} = \frac{V_{in \ pp \ diff}}{2 \ \text{ohm}} \)

\[
0 = 1.042 \frac{I_{1 \max}}{I_{1 \ max}} - 1.042 \frac{I_{1 \ max}}{I_{1 \ max}} - 26 \ \text{I}_{1 \ max}
\]

(EQ 10.17)

Stage 1 is
\[
1.042 \frac{I_{1 \ max}}{I_{1 \ max}} - 1.042 \left( \frac{1500000}{2 \ (61.32)} \right) I_{1 \ max} - 26 \left( \frac{1500000}{2 \ (61.32)} \right)
\]

(EQ 10.18)

\[
= 1.042 I_1 - 1.274 I_1 - 3.18 \times 10^7
\]

(EQ 10.19)

\[
\text{roots} \quad -1.274 \pm \sqrt{(1.274)^2 + 4 \ (1.042)^2 \ (3.18 \times 10^7)} \quad \frac{1}{2 \ (1.042)}
\]

\[
-1.274 \pm \frac{1.158 \times 10^7}{2 \ (1.042)} = -6.17 \text{ma} , +10.3 \text{ma}
\]

(EQ 10.20)

The correct root is 6.17 ma which gives \( \Delta r_e = 1.042 \ \text{ohm} \)

Stage 2 is
\[
1.042 \frac{I_{1 \ max}}{I_{1 \ max}} - 1.042 \left( \frac{5871000}{2 \ (61.32)} \right) - 26 \left( \frac{5871000}{2 \ (61.32)} \right) = 0
\]

(EQ 10.21)

\[
1.042 I_{1 \ max} = 4.988 \ I_{1 \ max} - 1.24 \times 10^7 \ \text{I}_{1 \ max}
\]

\[
-4.988 \pm \sqrt{(4.988)^2 + 4 \ (1.042)^2 \ (1.24 \times 10^7)} \quad \frac{1}{2 \ (1.042)}
\]

roots

(EQ 10.22)

11.12
Fig 10.7 Initial Bias Diagram for 2-stage NPN, PNP, NPN Amplifier
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TOTAL AMPLIFICATION (Continued)

If we used the two current source version as planned then the total value of RE will be double or

104.21, 108.81, and 111.06 Ω respectively for RE.

Now that we know the values of the nominal gain and minimum current as for Fig 10.6 we can now calculate current sources, supply voltages etc. To do this we first need to make a bias diagram. We should also use a PNP stage in the middle in order to minimize the power supply requirements. The Bias Diagram is shown in Figure 10.7.

If we DC couple the bases but AC couple in the emitters we can reduce the number of decoupling circuits.

We make the bias diagram by establishing all the voltages including AC and DC associated with the collector, base and emitter circuit starting with the base. We will allow 6.db margin for the signal swings in every case in order to reduce the possibility of clipping. This is the same as using the differential swing as if it were the single ended swing. We will also allow 1 volt margin between the base and the collector.

Judging by the Bias Diagram, we can easily build the amplifier using ±15V supplies with ± 6.2 zener references for the current sources as no collector will be forward biased.

Stage 1 and stage 2 will require a series resistor to develop the correct bias for stage 2 and 3.
TOTAL AMPLIFICATION (Continued)

We can now draw the schematic for the amplifier and it is shown in Figure 10.8.

\[ R_{1_{\text{max}}} = \frac{(15V - 5\%) - (6.2V + 5\%) - V_{cc_{\text{max}}}}{6.17 \text{ma min}} = \frac{14.25V - 6.51V - 0.75V}{6.17} = 1.132K \quad \text{(EQ 10.30)} \]

\[ R_{4_{\text{max}}} = \frac{(15V - 5\%) - (6.2V + 5\%) - V_{cc_{\text{max}}}}{13.58 \text{ma min}} = \frac{14.25V - 6.51V - 0.80V}{13.58} = 511\Omega \quad \text{(EQ 10.31)} \]

\[ R_{7_{\text{max}}} = \frac{(15V - 5\%) - (6.2V + 5\%) - V_{cc_{\text{max}}}}{32.92 \text{ma min}} = \frac{14.25V - 6.51V - 0.9V}{32.92} = 207.7\Omega \quad \text{(EQ 10.32)} \]

The maximum currents are calculated as:

\[ I_{s1_{\text{max}}} = \frac{(15V + 5\%) - (6.2V - 5\%) - V_{cc_{\text{min}}}}{(11k - 1k)} = \frac{15.75V - 5.89V - 0.70V}{1.089k} = 8.41mA_{\text{max}} \quad \text{(EQ 10.33)} \]

\[ I_{s2_{\text{max}}} = \frac{(15V + 5\%) - (6.2V - 5\%) - V_{cc_{\text{min}}}}{(511 - 1k)} = \frac{15.75V - 5.89V - 0.75V}{505.89} = 18.00mA_{\text{max}} \quad \text{(EQ 10.34)} \]

\[ I_{s3_{\text{max}}} = \frac{(15V + 5\%) - (6.2V - 5\%) - V_{cc_{\text{min}}}}{(200 - 1k)} = \frac{15.75V - 5.89V - 0.80V}{198} = 43.7mA_{\text{max}} \quad \text{(EQ 10.35)} \]

To find \( R_{3_{\text{max}}} \) we need to use the following:

\[ R_{3_{\text{max}}} = \frac{(6.2V - 5\%) - V_{cc_{\text{min}}}}{2\left( I_{s1_{\text{max}}} \right)} = \frac{5.89V - 2.85V}{2(8.41mA)} = 180.7\Omega_{\text{max}} \quad \text{(use 178\% 1\%)} \quad \text{(EQ 10.36)} \]

\[ R_{6_{\text{max}}} = \frac{(6.2V - 5\%) - V_{cc_{2_{\text{mm}}}}}{2\left( I_{s2_{\text{max}}} \right)} = \frac{5.89V - 4.62V}{2(18.00mA)} = 35.27\Omega_{\text{max}} \quad \text{(use 34.8\% 1\%)} \quad \text{(EQ 10.37)} \]
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TOTAL AMPLIFICATION (Continued)

We must eliminate $R_6$ to lower the base voltage of stage three. This is mostly because of the large tolerance on $I_{S3}$.

\[
V_{C2\text{ modified max}} = -(2V + 15\%) + I_{S2\text{ min}} \cdot R_{2\text{ min}} \quad (EQ \ 10.43)
\]
\[
= -6.51V + (13.44 \text{ mA})(240.5 \Omega) = -3.277V
\]

\[
V_{C2\text{ modified min}} = -(6.2V - 5\%) + I_{S2\text{ max}} \cdot R_{max} \quad (EQ \ 10.44)
\]
\[
= -5.89V + (18.00 \text{ mA})(245.4 \Omega) = -1.47V
\]

The signal swing at the collector is $2.297V$ PP DIFF and following our 6 dB margin rule this makes the minimum emitter peak voltage at stage 3.

\[
- V_{C2 \text{ max}} - \Delta V_{c_{e-3 \text{ max}}} - 2.297V = -3.277 - 0.05V - \frac{2.297V}{2}
\]
\[
= -4.47V \quad \text{Peak}
\]

which solves the emitter problem but we still have a collector problem in Stage 3.

The base of stage 3 is $+0.48V$ MAX peak, but the collector is $3.033V - \frac{8.99V}{2} = -1.463V$ (EQ 10.46)

or an overlap of $0.48V + 1.463V = 1.94V$

We need to raise the collector supply to $17V$ to handle the collector bias problem. That is hard to obtain in most cases as ± 15 Volts are standard supplies.
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TOTAL AMPLIFICATION (Continued)

By using the maximum value we guarantee the collectors will not saturate. There will be a difference in $V_c$ for each stage as the worse case is calculated. Let's do that.

\[
V_{c1\ max} = (6.2V + 5\%) - 2(I_{s1\ min})(R_{c\ min}) - I_{s1\ max}(R_{c\ max}) = (EQ\ 10.38)
\]
\[
= 6.51V - 2(6.29\mu A)(176.2\Omega) - 6.29\mu A(240.5\Omega)
\]
\[
= 6.51 - 2.216 - 1.51 = 2.784\ V
\]

\[
V_{c2\ max} = -(6.2V + 5\%) + 2(I_{s2\ min})(R_{c\ min}) + I_{s2\ max}(R_{c\ max}) = (EQ\ 10.39)
\]
\[
= -6.51V + 2(13.44\mu A)(34.8\Omega) + 13.44\mu A(240.5\Omega)
\]
\[
= -6.51V + 0.925V + 3.27V = -2.335\ V
\]

\[
V_{c1\ min} = (6.2V - 5\%) - 2(I_{s1\ max})(R_{c\ max}) - I_{s1\ min}(R_{c\ min}) = (EQ\ 10.40)
\]
\[
= 5.89V - 2(8.41\mu A)(179.7\Omega) - (8.41\mu A)(245.4\Omega)
\]
\[
= 5.89V - 3.02V - 2.06V = 0.81\ V
\]

\[
V_{c2\ min} = -(6.2V - 5\%) + 2(I_{s2\ max})(R_{c\ max}) + I_{s2\ min}(R_{c\ min}) = (EQ\ 10.41)
\]
\[
= -5.89V + 2(18.0\mu A)(35.15\Omega) + 18.0\mu A(245.4\Omega)
\]
\[
= -5.89V + 1.26V + 4.41V = -0.22V
\]

With the last result we see we need a couple more volts or so to keep the last stage out of saturation which might be accomplished by using $+15V$ for $V_{cc}$.

\[
V_{c3\ min} = (15\% - (I_{s3\ max})(R_{c\ max}) = 14.25V - (45.7\mu A)(245.4\Omega)
\]
\[
= 3.033\ V (EQ\ 10.42)
\]

which is too low.
Fig. 10.8 B

Modified stage 2-3 coupling due to bias problems occasioned by current required for linearity.
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TOTAL AMPLIFICATION (Continued)

Perhaps we can reduce the tolerance on current $I_{S3}$ from $33.86 \text{ ma} \rightarrow 45.7 \text{ ma} = \Delta 11.84 \text{ ma}$ (EQ 10.47)

The best solution is to AC couple the bases of stage 3 to remove the almost 4 volt tolerance. We can return the base resistors to a nominal -3.1V by dividing the -6.2V supply. This will permit all stages to be totally linear. The $\tau$ of the coupling stage must take into account the base current associated with the 33-45 ma.

Now we have designed a three-stage, high-level amplifier. Before we add filters and phase compensate it let us turn our attention to an AGC stage.
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obvious if we consider that any common mode voltage influences the coupling circuits and depending on the common mode rejection ratio of the following amplifier we end up with a differential voltage change that disturbs the signal base line. As there is almost always a non-linearity somewhere we should avoid circuits that control the gain by controlling emitter current.

In Figures 10.9A thru 10.9F, the gain control is achieved by a controlled resistance by either current or voltage. In each case the range of resistance is large but the input swing is limited due to the characteristics of the devices. In the case of diodes, we can examine the $V_D-I_D$ curves. Here we see that the signal voltage will be superposed on the curve which does affect the resistance instantaneously; therefore, the actual diode resistance is a function of the signal voltage as well as the control current thru $R_2$. Fortunately, our signal is differential. When one diode is conducting more due to a positive going signal, the opposite diode is conducting less for the same reason which if we keep the swing small the total resistance, differential, remains almost constant. The input swing then should be kept below 100.mv MAX PP DIFF. The circuit of Fig. 10.9A is driven by a voltage source therefore the attenuation is simply

$$A = \frac{R_D}{R_1 + R_D} \quad (EQ \ 10.51)$$

$$I_{\text{control}} = \frac{V_{\text{control}} - V_D}{R_2} \quad (EQ \ 10.52)$$
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AGC STAGES

We approach this design problem by first calculating the total gain\(\text{MAX}\) required for a minimum signal at the head, minimum pre amplifier gain, minimum linear amplifier gain to provide the maximum input to the Detector.

\[
(V_{\text{head min}})(A_{\text{PA min}})(A_{\text{L.A. min}}) = V_{\text{in det max}}
\]  

(Eq 10.48)

This gain assures us of linearity margin and correct operation of the detector. The next number we need is the maximum signal output assuming the amplifier does not limit and using the maximum gain.

\[
(V_{\text{head max}})(A_{\text{PA max}})(A_{\text{L.A. max}}) = V_{o \text{ max linear}}
\]  

(Eq 10.49)

The amount of controllable attenuation required then is simply

\[
\frac{V_{\text{in det max}}}{V_{o \text{ max linear}}} = \kappa_{\text{min}}
\]  

(Eq 10.50)

If this number is greater than 0.5 then we really do not need AGC as the Detector dynamic range will handle it if the gain is lowered to make Eq 10.48 = VIN DET MIN instead. Assume \(\kappa = .10\) then we need an attenuator with at least a 10:1 range. The type of attenuator depends on the signal amplitude and on the signal bandwidth. Figure 10.9 shows several types that have been used. Contrary to the radio business, our AGC circuits must not introduce a common mode voltage change. The reason for this is
FIG 10.9C

FET RESISTANCE CONTROLLED ATTENUATOR
\[ V_0 \leq 0.10 \text{Vpp DIFF} \]

FIG 10.9D

FET RESISTANCE GAIN CONTROL
COLLECTOR STAGE
\[ V_0 \leq 0.10 \text{Vpp DIFF} \]
**Figure 10.9A**

Diode resistance controlled attenuator (series)

\[ V_o \leq 0.10 \, V_{pp} \]

**Figure 10.9B**

Diode resistance controlled gain

\[ V_o \leq 0.10 \, V_{pp} \]
FIG 10.9 E
FET GAIN CONTROL IN EMITTERS
Vin ≤ 0.10V pp diff

FIG 10.9 F
QUADRANT CONTROL

FIG 10.9 E
BASIC MULTIPLIER GAIN CONTROL
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In figure 10.9B the attenuation circuit is driven by a current source. Here the gain of the stage is a function of the parallel combination of $R_1$, $R_2$ and $R_D$

$$A = \frac{k_1 k_2 k_p}{(R_E + r_e + R_m)(k_1 k_2 + k_1 k_p + k_p r_e)}$$

(EQ 10.53)

In both cases there is a common mode output voltage change that affects the output base line. Both circuits must be followed by a very good common mode rejection amplifier. The diode capacitance must also be considered as it affects bandwidth which will change as a function of the control current $T$ changes.

In Figure 10.9C and D a Fet is used as the controlling resistor. The equations are the same as for the diode versions, however, the controlled resistor is a function of voltage. If we examine the Fet curves we again find a signal swing restriction. As long as the drain to source voltage remains below about 100 mV PP DIFF then we remain in the resistive portion of the curve. Beyond that the resistance is pinched and we go into a current source mode where the resistance is very high thus distorting the signal waveform. We still have a common mode problem due to the gate signal being capacitively coupled into the source and drain that may not be common mode. Also the gate capacitance affects the bandwidth which is changed by the changing resistance ($T = \frac{R_{DS}(v)}{C_{DS}}$)

In Figure 10.9E a different type of attenuator is shown. These circuits are multipliers and care must be used in predetermining which quadrants are used. With careful balancing these circuits can be made to exhibit no change
LINEAR AMPLIFIERS

in output DC or common mode voltage as a function of the control voltage. As this circuit is basically a 4 quadrant multiplier by biasing $V_{C1}$ to be always equal to or more positive than $V_{C2}$ only two quadrants are used. The circuit functions by mixing the two 180° out of phase signals such that one subtracts from the other resulting in reduced amplitude. The reason we must confine ourselves to only two quadrants is that the gain slope changes with the control voltage polarity as shown in Figure 10.10. The reversal would cause a malfunction of the AGC closed loop operation. Because of the signal subtraction process very careful balancing and phase control must be used in the signal path.

The DC collector voltage level is maintained by causing the current lost on one side to be made up by current from the opposite side as the control voltage is varied.

The gain of the circuit is a function of the control voltage and the balance within the circuit

$$A = \frac{2 R_L K V_c}{R_E + 2 R_c + 2 R_m}$$  \hspace{1cm} (EQ 10.54)

Where $K$ is a constant depending on the matching of the diode, the transistors emitter-base diode, and resistor $R_4$.

This circuit has a constant bandwidth only if it is correctly balanced. Any unbalance will cause unequal phase delays, therefore, altering the bandwidth as a function of control voltage.

Of the three different types given here, let's choose the FET version.
FIG 10.9 H
DIODE TRANSFER CURVE

FIG 10.9 I
FET TRANSFER CURVES

FIG 10.9 J
MULTIPLIER TRANSFER CURVES
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If $R_{DS} \text{MAX}$ were 100, then the maximum attenuation achievable is, from

$$\frac{100\,\Omega}{454\,\Omega + 100\,\Omega} = 0.18\quad \text{or} = 14.8\,\text{dB}$$  

(EQ 10.59)

To cover worse case tolerances etc, we should increase $\Omega$ to 10 or more

To get an attenuation of 10 we need two in isolated series. We could lower the $R_1$ to keep the same attenuation while maintaining above 50 MHz bandwidth.

$$\frac{1}{\sqrt{10}} = \frac{1}{3.162} = 0.3162$$  

(EQ 10.60)

$$R_{1\,\text{min}} = 100\,\Omega \left( \frac{1 - 0.3162}{0.3162} \right) = 216.2\,\Omega\,\text{min}$$  

(EQ 10.61)

$$R_{1\,\text{max}} = \left( \frac{1}{2 \pi \left( 5 \times 10^7 \left( 3 \times 10^{-11} + 4 \times 10^{-11} \right) \right)} \right)^{1/2} = 321.5\,\Omega$$  

(EQ 10.62)

As the stage bandwidth calls for $\sqrt{2}$ (50 MHz) then choose 300 $\Omega$ for better dynamic range.

The isolation can be obtained with an emitter follower or an intervening gain of 3.162, thus maintaining the signal-to-noise ratio as much as possible. The circuit is shown in Figure 10.11. Transient coupling recovery can be added immediately following the first coupling capacitors as shown in Figure 10.3A or B or it can be added following both coupling capacitors if needed.
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There are several other considerations. If a junction FET is used, care must be used to see that the gate circuit is not forward biased. This is responsible for the capacitive coupling in the two examples shown. We could eliminate the capacitors of Figure 10.9D and use a MOS FET as long as the difference is zero. If not then currents will flow altering the DC quiescent point causing a differential shift in the output. A series capacitor in either the drain or source lead will eliminate the problem.

To use the circuit we must first determine the amount of attenuation required. If the attenuation required results in a large resistor $R_1$ then the bandwidth degradation must be calculated at both extremes.

If this is intolerable then the attenuator must be broken up into two stages with some gain in between if necessary to keep the signal to noise ratio high. In any event isolation prevents interaction.

From Fig 10.9C

$$\alpha = \frac{R_{ds\text{ on max}}}{R_1 + R_{ds\text{ on max}}}$$  \hspace{1cm} (EQ 10.55)

$$R_{1\text{ min}} = R_{ds\text{ on max}} \left( \frac{1 - \alpha}{\alpha} \right)$$  \hspace{1cm} (EQ 10.56)

$$F_e = \frac{1}{2 \pi \tau} = \frac{1}{2 \pi R_{1\text{ max}} C_{gs}}$$  \hspace{1cm} (EQ 10.57)

If in our example we want a 50 MHz bandwidth and $C_{gs}$ is 4.04 then we want

$$R_1 < \frac{1}{2 \pi F_e (C_{gs} + C_w)} = \frac{1}{(2 \pi \times 5 \times 10^7 \times 3 \times 10^{-12} + 4 \times 10^{-12})}$$  \hspace{1cm} (EQ 10.58)

$$= 454 \ \Omega$$

11.23
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We could have made the second stage of attenuation like that shown in Figure 10.90 with similar results but we would need to calculate the attenuation again as it now involves R4 as well. One of the advantages of the series type of attenuator circuits is that the voltage across the FET can be maintained below the 100 mv pp max while the input can exceed it. Let's look at the maximum signal levels as we maintain the 100 mv limit:

\[ V_{FET\ max} = 100 \text{ mv as stated} \]
\[ \alpha_{\ min} = \frac{R_{45.0}}{R_{30} + R_{45.0}} = \frac{100}{300 + 100} = 0.25 \quad (\text{value}) \]
\[ V_{\text{in}1\ max} = \frac{100 \text{ mv}}{\alpha} = \frac{100 \text{ mv}}{0.25} = 400 \text{ mv} \quad (\text{EQ 10.63}) \]

With a preceding gain of \( \frac{1}{\alpha}=4 \) and a 100 mv max voltage across the first FET, \( V_{\text{in}2} \) would be

\[ V_{\text{in}2} = A(100 \text{ mv}) = (4.0)(100 \text{ mv}) = 400 \text{ mv} \quad (\text{EQ 10.64}) \]

\[ V_0 = V_{\text{in}2}(\alpha) = (400 \text{ mv})(0.25) = 100 \text{ mv} \quad (\text{EQ 10.65}) \]

which maintains the output FET voltage at its maximum. The minimum input signal occurs when the FET's are just off while maintaining the 100 mv output FET voltage.

\[ V_{\text{in} \ min} = \frac{100 \text{ mv}}{A} = \frac{100 \text{ mv}}{4.0} = 25 \text{ mv} \quad (\text{EQ 10.66}) \]

Therefore the input range under AGC control would be 25 to 400 mv or \( 16 : 1 \) which satisfies both bandwidth and our required attenuation.
FIG 10.11
ISOLATED ATTENUATORS $\alpha = \alpha_1, \alpha_2$

FIG 10.12
AGC CONTROL VOLTAGE CIRCUIT

ALTERNATE DISCHARGE FOR EQUAL CHARGE-DISCHARGE AND FOR DATA GAPS

FIG 10.12 A
LINEAR AMPLIFIERS

\[ T_{\text{ATTN}} = \frac{(Z_o + Z_p + R_L) R_3 C}{Z_o + Z_p + R_L + R_2} \] (EQ 10.69)

And the decay \( T \) is

\[ T_{\text{DECAY}} = R_3 C \]

if the input current to the Amplifier is very small and the diode leakage current is small also. The diode minority carry lifetime does affect the decay \( T \).

The actual gain required is (EQ 10.70)

\[ A = \frac{\left( \frac{V_{P\text{H}} + \Delta V_{\text{sat}}}{\Delta V_{\text{sat}}} \right)}{\left( \frac{Z_o + Z_p + R_L + R_2}{Z_o + Z_p + R_L} \right) R_3} \]

We should now turn our attention to the temperature affects since our following gain \( A \) is so high. Notice that we used a pair of PNP emitter followers to drive our Full Wave Rectifier. The base emitter diode nearly compensates for the rectifier diodes, but not completely due to the large difference in currents caused temperature. Also the current thru R1 must be large compared to the current thru R2 in order to maintain PNP emitter follower linearity. This means that the temperature of the PNP transistors is higher than the surrounding components therefore its \( V_{be} \) will be less and the voltage into the operational amplifier will be more negative.

This requires a divider in the return ground lead from R6 shown dotted in Figure 10.12. Or we can change the PNP emitter followers to NPN and use a \( V_{be} \) multiplier to compensate, as shown in Figure 10.13, for both the two
CLOSED LOOP AGC

Before we close the control loop for the AGC circuits, we must develop a DC voltage that is a function of the output of the linear amplifier. This can be obtained from a filtered full wave rectifier such as shown in Figure 10.12. There are several features of this circuit that need to be discussed since there are many other ways this could be implemented.

The gain control desired is a function of the gain in the loop. If we desire a 1% output voltage variation then the peak-to-peak single ended signal will vary 0.5% Vpp Diff and the Base to Peak rectified signal will vary 0.25% Vpp Diff. For our 7.5 Vpp Differential output signal nominal this means that we need to have

\[ \Delta V_o = \left( V_{pp \, diff} \left( \frac{\% \, control}{100} \right) \right) \left( \frac{7.5 \, V_{pp \, diff}}{100} \right) = 18.75 \, V \]  (EQ 10.67)

To control the full range of attenuation. If our FETs pinch off voltage is -5.0V Max then we need a gain of

\[ A_{\text{max}} = \frac{V_{\text{pinch \, off \, max}}}{\Delta V_o} = \frac{5.0 \, V}{18.75 \, V} = 2.66 \] (EQ 10.68)

This would be the case if resistor R2 were zero but there is an attenuator formed by R2 and R3 which causes us to raise this gain. Now R2 is there in order to slow down the attack of the AGC to a sudden increase in signal amplitude. This is very desirable for two reasons. First we do not want to respond to noise caused amplitude variations and second, it permits us to achieve stability of the closed loop circuit using the Nyquist criteria. The attack \( \tau \) is

11.26
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junctions as well as the temperature difference. For example if we need to compensate two diode junctions at a difference of $10^0C$, we need to provide an additional $(10^0)(2 \text{ mv/o}_C) = 20.\text{mv}$ correction. This is interesting as it is nearly the same as the control signal range of 18.74 mv which emphasizes the point. We still have $V$ supply variations to contend with or if we stabilize it with a zener we need to concern ourselves with the zener temperature behavior as well as its zener impedance.

The last output diode is inserted to protect the junction FET (Fig. 10-11) from positive excursions which would forward bias its Gate junction. A MOS FET would not need the diode. If we used enhancement mode FETs we would need to reverse the polarity. The potentiometer or a fixed resistive divider is added to the negative input to adjust for the charged capacitor signal amplitude. That value can be calculated from the following for a PNP emitter follower.

$$V_{REF} = V_{BEFP} + V_{BEFP} - V_P + V_{COMP} \quad (EQ \ 10.71)$$

Note that this will be very broad due to tolerances of the two junctions which justifies the potentiometer. The squelch transistor is added to discharge the AGC capacitor at the beginning of a read function following the selection transient, thus reducing the time to discharge from the transient using the discharge $\tau$.

The amplifier phasing allows for an N type J FET. If we put an attenuator stage ahead of our linear amplifier then we can close the loop.
FIG. 10.13

ALTERNATE BIAS, TEMPERATURE COMPENSATED.

FIG. 10.14 A
AGC AMPLIFIER BLOCK DIAGRAM

FIG. 10.14 B
EQUIVALENT CIRCUIT FOR AGC
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FILTERS

Since our ability to determine the peak of the pulse resulting from a magnetic transition depends on differentiation then we need to concern ourselves with noise. The input stage including the head is the main source of this noise. Some of the noise is white, while the remainder is pink as it results from both the head impedance times the amplifier noise current plus any diode currents and the media noise. Particulate media is the main culprit. The frequencies of this latter noise falls in the bandpass of interest and beyond. We can improve the signal-to-noise ratio by filtering out that noise above the bandwidth of interest. We also know that the head signal contains harmonics which are required in order to maintain the signal PW50 and therefore resolution. For example, if we lost the 3rd harmonic then the PW50 would be widened, and the resolution would drop, and the voltage time rate of change at the peak would be lessened giving poorer peak detection. The filter roll off characteristics then are important to us. There are several different filter types that we could choose from besides the constant K and M derived types. The best candidates are the Butterworth, Butterworth Thompson, and the Bessel. The Chelbychev has ripple in both phase and gain, therefore, is useless to us unless we want to use the ripple as some kind of correction for existing anomalies. The Butterworth has very desirable amplitude characteristics which are maximally flat in the pass band and roll off with a well-defined corner depending on the number of elements. The Bessel filter has a very long drawn out roll off which does affect the amplitude of frequencies somewhat removed from the poor corner. The Butterworth Thompson is a
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\[ \alpha = \frac{1}{12.65} = 0.079 \]  
\[ V_{\text{REF}} = \frac{7.5 V_{\text{in max}}}{4} \]  
\[ V_{\text{err}} = 4 V_{\text{REF}} - V_0 \]  
\[ V_0 = V_{\text{in}} \left( V_{\text{control}} - 3.162 \right) \]  
\[ V_{\text{control}} = V_{\text{err}} \left( \frac{1}{4} \right) \left( \frac{1}{RCS+1} \right) 266.6 \]  
\[ V_{\text{err}} = 4 V_{\text{REF}} - V_{\text{in}} \left( V_{\text{err}} \left( \frac{1}{4} \right) \left( \frac{1}{RCS+1} \right) 266.6 \left( \frac{1}{12.65} \right) \left( \frac{1}{5} \right) \left( \frac{1}{60} \right) \left( 3.162 \right) \right) \]  
\[ V_{\text{err}} = \frac{4 \left( 7.5 V_{\text{in max}} \right)}{\left( 1 + V_{\text{in}} \left( \frac{1}{4} \right) \left( \frac{1}{RCS+1} \right) 266.6 \left( \frac{1}{12.65} \right) \left( \frac{1}{5} \right) \left( \frac{1}{60} \right) \left( 3.162 \right) \right)} \]  
\[ V_0 = V_{\text{in}} \left( V_{\text{err}} \left( \frac{1}{4} \right) \left( \frac{1}{RCS+1} \right) 266.6 \left( \frac{1}{12.65} \right) \left( \frac{1}{5} \right) \left( \frac{1}{60} \right) \left( 3.162 \right) \right) \]  
\[ V_0 = V_{\text{in}} \left( \frac{30}{1 + V_{\text{in}} \left( 199.98 \right) \left( \frac{1}{RCS+1} \right)} \right) \left( \frac{1}{4} \left( \frac{1}{RCS+1} \right) 266.6 \left( \frac{1}{12.65} \right) \left( \frac{1}{5} \right) \left( \frac{1}{60} \right) \left( 3.162 \right) \right) \]  
\[ V_0 = \frac{\left( \frac{30}{1 + V_{\text{in}} \left( 199.98 \right) \left( \frac{1}{RCS+1} \right)} \right) \left( \frac{1}{4} \left( \frac{1}{RCS+1} \right) 266.6 \left( \frac{1}{12.65} \right) \left( \frac{1}{5} \right) \left( \frac{1}{60} \right) \left( 3.162 \right) \right)}{RCS+1} \]  
\[ V_0 = \frac{30 \left( 1.9918 \times 10^3 \right) V_{\text{in}}}{RCS+1 + V_{\text{in}} \left( 199.98 \right)} \]  
which is unconditionally stable

\[ V_0 = \frac{5.9975 \times 10^2}{RCS+1 + 1.8998^{10^3}} = \frac{5.9975 \times 10^2}{RCS + 20.998} \]  
\[ 11.29 \]
**Fig 10.4 A**

**Two Channel Selector for Low Level Signals (100 mV)**

**Fig 10.4 B**

**Commercial Two Channel Selector for Low Level Signals (100 mV)**

**MC 1445**
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compromise between the Butterworth and the Bessel filter. In regards to Phase and Group Delay the three filters are rated differently. The Bessel filter has maximally flat group delay and the Butterworth doesn't. The Butterworth Thompson is again a compromise. Now it is obvious that flat magnitude characteristics are desirable due to the relationship among the pertinent harmonics. The Maximally flat phase and group delay characteristics are not so obvious. If we were to take a fundamental cosine wave and add to it a third harmonic such that the peak of both start together as in Fig. 10.27,

\[ V = A \cos \omega t + B \cos 3\omega t \]  \hspace{1cm} (EQ 10.86)

then we will obtain a waveform very similar to our head signal in Region 2 containing shoulders. Now if we were to repeat our graphical analysis with the third harmonic shifted by a constant angle \( \phi \) then we can

\[ V = A \cos \omega t + B \cos (3\omega t + \phi) \]  \hspace{1cm} (EQ 10.87)

see there is peak and shoulder distortion. The peak distortion includes both amplitude and peak position Fig. 10.16. Now our main concern is the peak as it defines the center of the bit or transition; therefore, if we cause unequal phase delay, then we lose peak timing information accuracy. As can be seen from Figure 10.15, if our filter introduces amplitude reduction of the third harmonic, then the signal PW50 widens and if our filter introduces unequal group delay then we have peak shift.
FIG 10.15
30% THIRD HARMONIC EFFECTS ON FUNDAMENTAL (SYMETRICAL SHOULDERS)

FIG 10.16
30% THIRD HARMONIC -30° SHIFTED FUND EFFECTS ON FUNDAMENTAL (NON SYMETRICAL SHOULDERS)
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It is obvious that the Butterworth filter preserves the amplitude but distorts the group delay. The Bessel filter will widen the PW50 a little but maintains the peak in position. Most filters designed for disc drives use the Butterworth filter with a phase correcting filter in series. Some use the Bessel but wonder why the shoulders climb up the waveform as shown in Fig. 10.16. The answer lies not so much in the amplifier but in the head. If we go back to Chapter 3 where we discussed the head circuit and Chapter 6 where we discussed the Read Circuit we can see that the head is a two pole filter as shown again in Figure 10.17.

The output voltage is determined from the series paralleled network.

\[
V_o = \frac{V_{in} \left( \frac{1}{s} \right)}{Ls + \left( \frac{1}{s} \right) + R} = \frac{V_{in} \left( \frac{1}{cs} \right)}{RLs + \frac{c}{s} + \frac{R}{cs}} \tag{EQ 10.88}
\]

\[
V_o = \frac{V_{in} \left( \frac{1}{s} \right)}{s + \frac{1}{RC} + \frac{1}{LC}} = \frac{V_{in} \omega_n^2}{s + \omega_n^2 + \omega_n s + \omega_n^2} \tag{EQ 10.89}
\]

The phase characteristics of this circuit are not linear, or maximally flat group delay, therefore, phase distortion is added to the head signal. When we design filters to provide the characteristics we need, the head circuit forces a different compromise. The use of phase correcting filters allows use of the Butterworth filter without degradation of the PW50 or the peak position. There are other approaches that are presently being pursued which involve spectral shaping which narrow the PW50 while maintaining the peak position. These approaches permit higher transition densities by
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eliminating or greatly reducing the peak shift due to pulse crowding at a small cost of increased noise. Curves can be generated relating the improvements and degradation as a function of the degree of slimming. We will not pursue this form of filter here but it might be a worthwhile study as it has definite advantages. (Mr. D. Huber is very familiar with this approach.) The design of these filters has been made easy by several authors of Filter Synthesis books.


The Phase correction filters or Phase equalizers are the subject of several texts. Chapter 17 of *Electronic Designers Handbook* by Lande Davis and Albrecht published by McGraw-Hill, 1957, is a good source.

Because the head circuit is part of the total gain and phase response, the determination of the amount of phase correction required must be obtained from the signal itself rather than as input sine wave to the amplifier. There are two sources. The first is the position of the shoulders on the head signal. If they are symmetrical around the base line then the phase is correct. If the shoulders are not symmetrical but are above and below the baseline, then correction is required. The amount can be determined by the position of the shoulder compared to a graph, but this is rather sloppy as it neglects the phase distortion of the differentiator.
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The best method requires the use of a current passing near the gap of the head which generates a voltage according to the relationship \( \frac{KND\phi}{dt} \).

The flux generated by the current in the wire is loosely coupled to the head core which causes a voltage to be developed in the head coil that can be amplified. The phase measurements at various frequencies can then be plotted if we remember to subtract the 90° associated with the flux to voltage conversion. The oscillator must be a true sine wave type with very low distortion. Function generators have substantial harmonics and cannot be used. The series resistor is equal to the \( Z_o \) of the generator therefore I wire is

\[
I_{\text{wire}} = \frac{V_{\text{sig gen}}}{Z_o} = \frac{V \sin \omega t}{Z_o} = K_1 \phi_{\text{wire}} \quad \text{(EQ 10.90)}
\]

\[
V_{\text{head}} = K_2 N K_1 \frac{dI}{dt} = K_1 N K_2 \frac{d}{dt} \left( \frac{V \sin \omega t}{Z_o} \right) \quad \text{(EQ 10.91)}
\]

\[
= \frac{\omega N K_1 K_2 V \omega t}{Z_o}
\]

Care must be taken to keep track of the phase expected thru the amplifier stage by stage including the linear differentiator of the Detector. For constant group delay, the phase must be a direct function of frequency.

\[
\Theta_{F_1} = \frac{F_1}{F_2} \Theta_{F_2} \quad \text{(EQ 10.92)}
\]
**FIG 10.17**
HEAD SIGNAL FILTER

**FIG 10.18 A**
TEST CIRCUIT FOR HEAD \& RESPONSE AND PHASE LINEARITY FOR THE TOTAL AMPLIFIER AND FILTER.

**FIG 10.19** TYPICAL WAVE FORM
WITH POOR RESOLUTION F1 AND F2

**FIG 10.20** SIGNAL ENVELOPE
WITH POOR RESOLUTION AFTER AGC ACTION
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The design of the phase correction circuits must force compliance to Eq. 10.92 for all the frequencies possible with the code used, including the third harmonic. (Of any signal that exhibits non-linearity)

Notice that the voltage output is an increasing function of frequency as shown in Eq. 10.91; therefore, care must be taken to maintain linearity. To plot the magnitude one must divide by F first. This will result in a very good check on the Read damping factor if the Bandwidth of the Pre Amplifier is wider than 10 times the self resonance of the head. In this case the plot must be taken at the output of the Pre Amplifier so as to not include the effects of the filters. Any series coupling capacitors must be taken into consideration.

The above measuring technique is very valuable and has been used for many years. If the amplifier bandwidth is less than 10 times $F_{RES_{HEAD}}$ then a graphical solution can be obtained if the gain and phase characteristics of the Pre Amplifier are known.

One last problem that can be discussed is the affect on the AGC circuits of a signal in Region 2. Here the various head signals have amplitudes as a function of frequency. If a signal was composed of a series string of groupings of frequencies that are wider than the $\frac{T}{5}$ of the AGC filter then we have introduced an amplitude modulation not present in the original signal. Consider the case of two frequencies, one at the 90% point on the BPI curve, Fig. 4.3, and the second at the 70% point as shown in Fig. 10.19, for a 20% amplitude difference. The AGC circuit on encountering the 90% amplitude signal will reduce the gain then on entering the area of the 70% signal will increase the gain again. The result is a signal with
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double the amplitude modulation in the area just following the change. This is shown in Figure 10.20.

Obviously this is undesirable due to the low amplitude remaining just following the 90% to 70% change at B. Also the high amplitude at A will affect the linearity range required of the amplifier. (shown dotted)

One solution to this dilemma is to provide a filter before the full wave rectifier, but not in the main signal path to the detector, that will correct the amplitude differences. Here phase distortion and amplitude distortion are of no concern only equality of peak amplitude. Going back to the resolution -- our signal will have a resolution of \( \frac{70}{90} \) or 77.7%. We can introduce a frequency sensitive impedance in the emitter circuit to control the gain just as we did for the differentiator of Fig. 9.13A.

If we do, we can write some equations that relate resolution to the gain required.

\[
\text{Resolution} = \frac{V_{HF}}{V_{LF}} = \frac{G_{LF}}{G_{HF}} = \frac{Z_{e, HF}}{Z_{e, LF}} \quad \text{(EQ 10.93)}
\]

\[
\frac{Z_{e, HF}}{Z_{e, LF}} = \frac{X_{C, HF}}{\rho \sin \Theta_{HF}} = \frac{X_{C, HF}}{\rho \sin \Theta_{LF}} \quad \text{(EQ 10.94)}
\]

11.36
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\[
F_L \left( \frac{F_H \frac{X_{CHF}}{R}}{\sqrt{1 + \left( \frac{F_H \frac{X_{CHF}}{R}}{R} \right)^2}} \right)
\]

\[
= \frac{F_H}{F_L} \left[ \frac{\sin \left( \frac{\pi}{4} - \frac{F_H}{F_L} \frac{X_{CHF}}{R} \right)}{\sin \left( \frac{\pi}{4} - \frac{X_{CHF}}{R} \right)} \right]
\]

Substituting \( \sin \alpha = \frac{\tan \alpha}{\sqrt{1 + \tan^2 \alpha}} \)

\[
\frac{F_L}{F_H} \left[ \frac{F_H \frac{X_{CHF}}{R}}{\sqrt{1 + \left( \frac{F_H \frac{X_{CHF}}{R}}{R} \right)^2}} \right] = \frac{\sqrt{1 + (\frac{X_{CHF}}{R})^2}}{\sqrt{1 + \left( \frac{F_H \frac{X_{CHF}}{R}}{R} \right)^2}}
\]

\[
\frac{Z_{HF}^2}{Z_{LF}^2} = \frac{R_{es}^2}{1 + \left( \frac{F_H \frac{X_{CHF}}{R}}{R} \right)^2}
\]

\[
\frac{\frac{F_H}{F_L} \frac{X_{CHF}}{R}}{\sqrt{1 + \left( \frac{F_H \frac{X_{CHF}}{R}}{R} \right)^2}} = 1 + \left( \frac{X_{CHF}}{R} \right)^2
\]

\[
1 - R_{es}^2 = \left( \frac{F_H}{F_L} \right)^2 R_{es}^2 - 1 \left( \frac{X_{CHF}}{R} \right)^2
\]

\[
\frac{X_{CHF}}{R} = \sqrt{\frac{1 - R_{es}^2}{\left( \frac{F_H}{F_L} \right)^2 R_{es}^2 - 1}}
\]

11.37
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From Equation 10.101 we can calculate the ratio of \( X_c \) to \( R \) at the highest frequency which in turn gives the required correction if that ratio is used to obtain

\[
\Theta_{HF \text{ feedback}} = \tan^{-1} \frac{X_c HF}{R}
\]  

(EQ 10.102)

\[
A_{corr, HF} = \frac{R_L \sin \Theta_{HF}}{X_c HF}
\]

(EQ 10.103)

The result then is an AGC system that does not introduce any modulation to the output waveform but retains the original resolution. One point of interest is that in disc drives where the resolution is a function of radius then the resolution must be taken from a compromise track between, but not necessarily half way between, the inner and outer radius where the resultant modulation has minimum effect.

We have now discussed the linear amplifier in which we included the Region of operation in our discussion as to the blocks required. We found that where a percentage amplitude is not required for detector operation then a simple amplifier and phase corrected filter is all that is necessary. Where a percentage amplitude is required for detector operation, such as in gate generators, then AGC or some kind of amplitude controlled clipping or gate sensing level is required as well as the phase corrected filters. We also provided a means to maintain the poor signal amplitude characteristics while using AGC. The latter circuit is also useful for driving amplitude controlled clipping or gate level sensing circuits instead of a fixed level.
**Fig 10.21**

**Combined Gain, 3 Pole (Butterworth) Filter, All Pass Lattice Filter.**

Butterworth filter has $Z_0$ of $R$.  All pass lattice has $Z_0$ of $2R$.
Two capacitors $C$ provide single ended as well as differential filtering.

**Fig 10.22**

**Combined Gain, 3 Pole Butterworth Filter, All Pass Lattice Filter.**

(Voltage Input Style)
Fig 10.25: Region 1 or 2 Block Diagram of Entire Read Channel

Fig 10.23: The Four Basic Filter Configurations
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Figures 10.21 shows a typical filter amplifier block. It can be used to replace one of the three blocks we designed back in Fig. 10.8. The filter design is for a current input which we have with a common emitter amplifier using emitter feedback. If we chose a voltage input filter then we must use either an emitter follower driver as shown in Figure 10.22 or by loading the collectors of an amplifier with a load resistor equal to the filter impedance then we can convert a current to a voltage. Note that the voltage input filter must be terminated on both ends, therefore, the gain is half unless the impedance is doubled (see Figure 10.24).

Figure 10.23 shows the four basic types of filters. Each must be terminated with its characteristic impedance $Z_0$. The type is determined by the input and the number of poles. Figure 10.23A shows a current input and four (even) poles, therefore, the output will be a current feeding $Z_0$. Figure 10.23B is again a current input with five (odd) poles, therefore the output is a voltage feeding $Z_0$. The next figure 'C' is of a voltage input filter with four (even) poles, therefore, it has a voltage output to $Z_0$. Similarly, Figure 10.23D is a voltage input with 3 poles (odd), therefore, a current output feeding $Z_0$.

Any filter may be used depending on the design. The current input type is handy as it can be used directly in the collector of our standard linear amplifiers thus minimizing the number of transitors required. The function of the Phase correction filter can also be made a part of the low pass filter by making its $Z_0$ equal to two times the $Z_0$ of the low pass filter. This is shown in Figures 10.21, 10.22, and 10.24. Although there are several forms of the All Pass filter, the most desirable is that shown in Fig. 10.26A and B. Two types are shown. Each of these can be matched to the low pass $Z_0$. The first, A, provides a shift of $180^\circ$ as a function of frequency.
Fig 10.24
Voltage input 4 pole filter variation

Fig 10.26 A 180° All pass lattice

Fig 10.26 B 360° All pass lattice
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The second provides a $360^\circ$ change as a function of frequency and can be altered as to the rate of change depending on the ratio of its elements. This is discussed in the reference. The number of poles of the low pass filter depends on the slope of the roll off required. But it also affects the phase error rate of change which forces either a $360^\circ$ All Pass Lattice or less poles in the Low Pass. Such is the case in many designs where the low pass uses only three poles. Sometimes some degree of phase correction can be performed by using either or both lead and lag circuits in the emitter feedback path.
One of the variations is the use of separate or different filters for the gate and peak sensing channel, as shown in Fig. 10.27A and B.

One last type of filter that has some usage is one derived from the delay line differentiator discussed in Chapter 9; only this time the two are added directly. The derivation is obtained from the block diagram of Fig. 10.28

\[ V_o = V_{in} (1 + e^{-j\omega T}) \]  \hspace{1cm} \text{Eq. 10.104}

\[ \frac{V_o}{V_{in}} = 1 + e^{-j\omega T} = 1 + e^{-\frac{j\omega T}{2}} \cdot e^{-\frac{j\omega T}{2}} = \frac{e^{j\omega T}}{e^{j\omega T}} + \frac{e^{-j\omega T}}{e^{-j\omega T}} \]  \hspace{1cm} \text{Eq. 10.105}

\[ = \frac{e^{j\omega T} + e^{-j\omega T}}{e^{j\omega T}} = 2 \left( \frac{e^{j\omega T/2} + e^{-j\omega T/2}}{2} \right) e^{-j\omega T} \]  \hspace{1cm} \text{Eq. 10.106}

and from \( \cos \Theta = \frac{e^{j\Theta} + e^{-j\Theta}}{2} \) \hspace{1cm} \text{Eq. 10.107}

we get \[ 2 \left( \cos \frac{\omega T}{2} \right) e^{-j\omega T} \]  \hspace{1cm} \text{Eq. 10.108}

which is a filter with no phase shift except a fixed delay. It is used particularly in spectral shaping or in circuits that require no phase shift.

An implementation of the filter is shown in Fig. 10.30.
**Fig 10.27A**
Bandpass shaping for each channel.

**Fig 10.27B**
Bandpass shaping for gate channel (less noisy?)

**Fig 10.28**
Delay T

**Fig 10.29**
Magnitude of \( Z \left( \cos \frac{\omega t}{2} \right) e^{-j\omega t} \)

**Fig 10.30**
Implementation of cosine magnitude filter.

Corrected 1/15/81
There is a class of full wave rectifiers that needs no temperature compensation. These are the differential type where the Vbe and/or diode drops are symmetrical and therefore cancel. The circuit of Fig. 10.31 can be designed for any compatible level as long as the input has no offset and is a true differential input. The attack and decay can be tailored, but squelch is difficult due to the lack of a reference, unless a MOS Fet is used directly across the capacitor. The chopper transistors will not work due to the base current. The optional capacitor, C₂, around the op amp may be added, in addition to the capacitor, C₁. One nicety is that C₂ provides equal attack and decay, while C₁ provides the sample storage which is at a higher bandwidth than the op amp can handle. The second circuit, Fig. 10.32, uses a multiplier configuration. Again, the same comments regarding squelch and C₁ and C₂. Careful balance is required of the two current sources, I₁ and I₂, for correct operation.

Between the AGC control of amplitude with fixed percentage gate references and fixed gain with a level controlled reference type detectors, the AGC versions are preferred due to their being under closed loop control, while the signal level controlled gate reference is open loop, meaning that under worse case conditions the reference can wander all over the place.

Back in the section on AGC we presented equations, 10.69, to describe the attack and decay of the AGC. This becomes very important when we consider the signal amplitude envelope resulting from a read. Up to now we have mostly only considered the individual pulses, or just a few in a row. Here we need to discuss the effect of variations in amplitude as a function of magnetic coating thickness and dispersion. Quite often the amplitude modulation is significant and in order to recover all the transitions written each and every pulse must be detected.
**Fig 10.31**
Differential Full Wave Rectifier and Filter

**Fig 10.32**
Multiplier, Full Wave Differential Rectifier and Filter
In Fig. 10.33, at A, there is a 50% amplitude reduction and at B a 100% loss due to a hole in the media. We should be able to recover transition pulses down to around 15% remaining. As we discussed the detectors we can see that the time channel (if it has sufficient gain, or, in other words, if this 15% were used as the minimum signal in order to calculate the minimum gain required) will always sense these pulses. The problem is the Gate Generator. For Region 1 we can see that the clipping level must include the lowest amplitude expected but not low enough to add false pulses due to noise. In Region 2 the Gate Generator becomes even more of a problem due to the compromise between the center bit of a triple, Fig. 9.22, and the remaining signal in a defect, such as A, Fig. 10.33. In order to assist the detection of these pulses, then, the AGC must be able to follow the modulation. As most AGC circuits in use in radio have fast attack and slow decay, it is easily seen that we cannot tolerate this behavior. If our AGC circuits were designed to have equal attack and decay of sufficient bandwidth to follow the types of defects we want to allow, or are forced to use, then the clipping level, or sense level (depending on the Region), need not extend to the lowest levels near the noise. The T, then, must allow the defect to be traversed with minimal change in amplitude. Being a Type 0 loop, it is obvious there must be some error in order to achieve the necessary gain change. Therefore the actual output amplitude change should follow the dotted lines of Fig. 10.34.

The same comments apply if the designer wants to use the amplitude controlled clipping level approach despite the fact that it is open loop. Much effort is lost by attributing loss of recovered data to the clipping or sense level based on the average amplitude of the envelope instead of allowing for the defect.
caused amplitude reductions. With a correctly operating envelope circuit the clipping level, Region 1, or the sense level, Region 2, may be raised so that the detector is less susceptible to the noise, yet is fully able to sense all the pulses.

**Figure 10.33**

Typical signal envelope with defects

**Figure 10.34**

Preferred equal T AGC'd signal envelope
DATA CLOCKING - PHASE LOCKED LOOPS

In early disc drives and tape drives all data clocking was handled by a separate clock track, as shown in Fig. 11.1. As the data density increased the tape skew in tape machines and separate head vibration in disc machines forced a move towards self clocking data codes. Some relief was obtained by breaking up the clock signal into four phases in quadrature and selecting the phase closest to the data on a per record basis. These early data streams contained long strings of no transitions. Therefore they were difficult to use for generating their own clock. Attempts were made, using HiQ ringing amplifiers, to fill in the spaces and gaps; but these all suffered from frequency pulling if the tuned circuits were not exactly tuned to the incoming data frequency. For example, if the data transitions were continuous, then the output phase was a function of the difference between the LC tuned frequency and the data frequency. During periods of no transitions, the clock was equal to the LC tuned frequency. Therefore the phase error would accumulate until the transitions recurred. Variations in disc tape speed prevents exact tuning of these circuits. Fig. 11.2 shows a typical circuit.

The self clocking data codes restricted the maximum spacing between transitions which permitted the use of either single shot controlled data recovery and clocking or, better yet, phase locked loop controlled clocking and recovery. An example of the single shot type is shown in Fig. 11.3A, where the incoming transition pulses include alternate clock and data. The regularly occurring clock transitions establish a gate for the following data transition if it is present. Correct phasing is always established following any cell not containing a data transition such as at D2 in Fig. 11.3B.
**Fig 11.1**

Separate clock track data clocking

**Fig 11.2**

Typical clock ringing amplifier

**Fig 11.3 A**

Dual single shot clocking of F.M. data
By far the better clock generating circuits are the phase locked loops. There are four basic types. The type number for the closed loop is obtained from the characteristic equation. This equation is derived from the basic block diagram shown in Fig. 11.4. The type number is equal to the number of poles at the origin of \( G(s) \).

The equation for the Basic Phase Locked Loop is given in EQ 11.1.

\[
\frac{\Phi_c}{\Phi_0} = \frac{G(s)}{1 + G(s)} = \frac{K_s K_\phi K_F K_A K_o \frac{1}{s}}{1 + K_s K_\phi K_F K_A K_o \frac{1}{s}} \quad \text{(EQ 11.1)}
\]

\[
C(s) = 1 + K_s K_\phi K_F K_A K_o \frac{1}{s} \quad \text{(EQ 11.1A)}
\]

where 
- \( K_s \) is the sample rate expressed as \( \frac{2 \pi f_{sw}}{2 \pi f_{osc}} \) 
- \( K_\phi \) is the phase detector gain expressed as either volts per radian or amps per radian, depending on the circuit used
- \( K_F \) is the gain of the filter in standard LaPlace notation
- \( K \) is the gain of the amplifier expressed as either volts per volt, volts per amp, amps per volt, or amps per amp - again depending on the circuit used to interface the filter to the oscillator
- \( K \) is the gain of the oscillator which can be expressed as radians per second per volt or radians per second per amp, depending on the circuit

The frequency to phase conversion is simply \( \frac{1}{S} \) -- a mathematical integration.
FIG 11.3B

DUAL SINGLE SHOT CLOCKING OF F.M. DATA

FIG 11.4

BASIC BLOCK OF A PHASE LOCKED LOOP
FIGURE - Type 1 Second Order Step Response

FIGURE - Type 2 Second Order Step Response

FIGURE 11.7

FIGURE 11.8

FIGURE 11.9

FIGURE 11.10
The type number is determined by the number of poles at the origin of $G(s)$ for unity feedback and $H(s)G(s)$ for non unity feedback. Thus, the single "s" in the denominator of EQ 11.2 indicates a Type 1 loop.

$$G_0 = \frac{1}{s(Ts+1)} \quad (\text{EQ 11.2})$$

$$G_0 = \frac{(Ts+1)}{s^2(T_2s+1)} \quad (\text{EQ 11.3})$$

and a Type 2 for EQ 11.3.

The order of the loop is determined from the highest order of the characteristic equation, which is the denominator of EQ 11.1, as $1 + G(s) = 0 \quad (\text{C.E.})$

Picking up the equation $G(s)$ of EQ 11.2 in EQ 11.4,

$$\text{C.E.} = 1 + \frac{1}{s(Ts+1)} = 0 \quad (\text{EQ 11.4})$$

we get

$$S(Ts+1) + 1 = Ts^2 + s + 1 \quad (\text{EQ 11.5})$$

which states the circuit to be second order as $S$ is squared. Similarly, EQ 11.3 would be a third order when evaluated.

We can now evaluate the error conditions for various inputs.

$$\Phi_{\text{error}} = \Phi_{\text{IN}} - \Phi_{\text{OUT}} = \Phi_{\text{IN}} - \Phi_{\text{err}}(G(s)) \quad (\text{EQ 11.6})$$

$$\Phi_{\text{err}} = \frac{\Phi_{\text{IN}}}{1 + G(s)}$$
For a step change in input phase, in radians, \( \mathcal{L}(\phi_n) = \frac{\phi}{s} \) (EQ 11.7)

Therefore

\[
\hat{\phi}_{err} = \frac{\phi}{s(1 + G(s))} \quad \text{evaluated at } t = \infty \quad \text{or } s = 0
\]

For a Type 0 loop where \( G(s) \) is

\[
G(s) = \frac{K}{Ts + 1}
\]

\[
\hat{\phi}_{err} = \lim_{s \to 0} \left[ \frac{s \phi_n}{s(1 + \frac{K}{Ts + 1})} \right] = \lim_{s \to 0} \left[ \frac{s(Ts + 1)\phi_n}{Ts^2 + (1 + K)s} \right]
\]

which is a constant \( \frac{\phi_n}{1 + K} \)

For a Type 1 loop, where \( G(s) \) is

\[
G(s) = \frac{K}{s(Ts + 1)}
\]

\[
\hat{\phi}_{err} = \lim_{s \to 0} \left[ \frac{s \phi_n}{s(1 + \frac{K}{Ts + 1})} \right] = \lim_{s \to 0} \left[ \frac{s\phi_n(Ts + 1)}{Ts^2 + s + K} \right]
\]

which is zero

For a Type 2 loop where \( G(s) \) is

\[
G(s) = \frac{K(T_2s + 1)}{s^2(T_p s + 1)}
\]

\[
\hat{\phi}_{err} = \lim_{s \to 0} \left[ \frac{s \phi_n}{s(1 + \frac{K(T_2s + 1)}{s^2(T_p s + 1)})} \right] = \lim_{s \to 0} \left[ \frac{s\phi_n s(Ts + 1)}{Ts^3 + s^2 + K(T_p s + 1)} \right]
\]

which is 0.

12.4
Similarly, for a Type 3 loop where \( G(s) \) is
\[
G(s) = \frac{K(T_2 s + 1)(T_3 s + 1)}{s^3(T s + 1)}
\]

\[
\Phi_{w_{ss}} = \lim_{s \to 0} \left[ \frac{S\Phi_k}{S\left(1 + \frac{K}{s^2(T s + 1)}\right)} \right] = \lim_{s \to 0} \left[ \frac{S\Phi_k S^2(T s + 1)}{S^3(T s + 1) + K(T s s + 1)} \right]
\]
(EQ 11.11)

which is, again, 0.

For a ramp change in input phase
\[
\Phi_\infty_{\text{steady}} = \frac{\Phi_k}{s^3}
\]

Starting with a Type 0,

\[
\Phi_{w_{ss}} = \lim_{s \to 0} \left[ \frac{S\Phi_k}{S^2\left(1 + \frac{K}{s^2(T s + 1)}\right)} \right] = \lim_{s \to 0} \left[ \frac{S\Phi_k (T s + 1)}{S^2(T s + 1) + KS^2} \right]
\]
(EQ 11.12)

which is continually increasing towards infinity.

For a Type 1

\[
\Phi_{w_{ss}} = \lim_{s \to 0} \left[ \frac{S\Phi_k}{S^2\left(1 + \frac{K}{s(T s + 1)}\right)} \right] = \lim_{s \to 0} \left[ \frac{S\Phi_k S(T s + 1)}{S^3(T s + 1) + KS^2} \right]
\]
(EQ 11.13)

which is a constant \( \frac{\Phi_k}{K} \)

12.5
For Type 2

\[
\Phi_m = \lim_{s \to 0} \left[ \frac{s \Phi_s}{s^2 (1 + \frac{K(T_s+1)}{s^2(T_s+1)})} \right] = \lim_{s \to 0} \left[ \frac{s \Phi_s s^2 (T_s+1)}{s^5(T_s+1) + KS^2(T_s+1)} \right] \quad \text{(EQ 11.14)}
\]

which is zero

And for a Type 3

\[
\Phi_m = \lim_{s \to 0} \left[ \frac{s \Phi_s}{s^2 (1 + \frac{K(T_s+1)(T_s+1)}{s^3(T_s+1)})} \right] = \lim_{s \to 0} \left[ \frac{s \Phi_s s^2 (T_s+1)}{s^5(T_s+1) + KS^2(T_s+1)(T_s+1)} \right] \quad \text{(EQ 11.15)}
\]

which is zero.

We can also evaluate the various types for an accelerated phase changing input where

\[
\mathcal{L}(\Phi_s) = \frac{\Phi_s}{s^2} \quad \text{(EQ 11.16)}
\]

wherein we find that the various errors are for a Type 0 and Type 1 infinite, Type 2 constant, and Type 3 zero, which can be determined by the reader from

\[
\Phi_m = \lim_{s \to 0} \left[ \frac{s \Phi_s}{s^3 (1 + 6s)} \right] \quad \text{(EQ 11.17)}
\]
We can make a table for the various conditions and types

<table>
<thead>
<tr>
<th></th>
<th>Type 0</th>
<th>Type 1</th>
<th>Type 2</th>
<th>Type 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step Freq</td>
<td>$\phi_s$</td>
<td>0</td>
<td>$a_s$</td>
<td>0</td>
</tr>
<tr>
<td>Ramp Freq</td>
<td>$\phi_r$</td>
<td>0</td>
<td>$a_r$</td>
<td>0</td>
</tr>
<tr>
<td>Accel. Freq</td>
<td>$\phi_a$</td>
<td>0</td>
<td>$a_a$</td>
<td>0</td>
</tr>
</tbody>
</table>

if we remember that to convert from phase to frequency we multiply by $S$, as shown in EQ 11.18, and from frequency to phase we divide by $S$ they then cancel and we have our same table.

$$F_{err} = \lim_{s \to 0} \left[ \frac{S \phi_w}{S(s(1 + \frac{k}{s(T+1)})} \right]$$

(EQ 11.18)

for a Type 1 step change in frequency.

When we choose between the various types, then, it is desirable to have all input variations result in zero phase error. This only occurs for a Type 3, but in practice the 'accelerated phase' condition, if it occurs, is only for a short time. Therefore, as the Type 2 is easier to build, it is preferred. This is borne out in testing, comparing the two in disc drives.

As we developed the equations for $G(s)$ for the various types the reader may have noticed the addition of zeros for Types 2 and Types 3. This needs explanation. The Nyquist criteria requires the phase shift to be more positive than $-180^\circ$ at the point of the zero db gain crossing of the open loop $G(s)H(s)$. For Type 0
and Type 1 the maximum phase shift is $-90^\circ$ and $-180^\circ$ respectively, at infinity. For Type 2 the phase shift starts out at $-180^\circ$ and heads towards $-270^\circ$ following the pole. To make it stable, a zero has to be added before the pole. For Type 3 the starting phase is $-270^\circ$ heading towards $-360^\circ$ due to the pole. The addition of two zeros before the pole brings the phase above the $-180^\circ$ required for stability. In all cases the pole is not required but is usually present due to stray effects.

The addition of these poles and zeros introduces another parameter called 'order.' The order of the circuit is determined from the order of Characteristic Equation, or the denominator of EQ 11.1, $(C.E.)$

$$1 + G(s)H(s) = 0$$

(EQ 11.19)

For example, if $H(s)$ for unity feedback and $G(s)$ were \[ \frac{K}{s(Ts+1)} \] then

$$s(Ts+1) + K = 0 = Ts^2 + s + K$$

(EQ 11.20)

which is a second order equation, hence the term 'Type 1 second order' when referring to that circuit (see also EQ 11.5). First order and second order circuits are well described in the literature and there exist many curves and equations relating their behavior. Third order and above are more difficult to predict, except as the entire equation is evaluated on a computer. The tradeoffs are not easily seen, as with the second order circuits.

For example, second order circuits can be described in terms of $\zeta$ and $\omega_n$ and are easily changed to obtain the required responses. Figs. 11.5 and 11.6 show the step response of Type 1 second order and Type 2 second order, respectively.
The open loop Bode plots for several configurations are shown in Figs. 11.7 through 11.12. These are not the only ones possible but are representative. In each case notice the stability criteria constraints. In Figs. 11.7, 8, 9, 10, and 11 the circuits would be unconditionally stable and in Fig. 11.12 it is stable only if the gain goes to zero well before the phase reaches $-180^\circ$.

In Fig. 11.11 stability is only achieved if the gain goes to zero between the zero and pole. Due to stray capacitances the stability of Figs. 11.10 and 11.12 are questionable but predictable. The circuit used to obtain Fig. 11.10 is quite popular and is often used in the trade publications.

The $-3\text{db}$ bandwidth in radians/sec is given for a Type 1 second order system as

$$\omega_{-3\text{db}_1} = \omega_n \sqrt{1 - 2 \left( \frac{z}{\omega_n} + \sqrt{\frac{z^2}{\omega_n^2} + 4} \right)^2}$$  \hspace{1cm} (EQ 11.21)

and for a Type 2 second order circuit as

$$\omega_{-3\text{db}_2} = \omega_n \sqrt{1 + 2 \left( \frac{z}{\omega_n} + \sqrt{\frac{z^2}{\omega_n^2} + 4} \right)^2}$$  \hspace{1cm} (EQ 11.22)

The setting time for a step response (within 5%) for a Type 1 second order system is approximately

$$t_{\text{setting}} \approx \frac{4}{\frac{\pi}{2} \omega_n}$$  \hspace{1cm} (EQ 11.23)

The curves of Figs. 11.5 and 11.6 correctly predict this behavior.
The Bode plot of Fig. 11.11 requires some further treatment as the presence of the added pole makes it a Type 2 third order, which is not so easily discussed. The Characteristic Equation is

\[ \text{C.E.} = 1 + \frac{K(T_z s + 1)}{s^2(T_p s + 1)} = 0 \]  
(EQ 11.24)

\[ T_p s^3 + s^2 + K T_z s + K = 0 \]  
(EQ 11.25)

We will return to this later, after we have demonstrated the difficulty.

Our best approach is to provide circuits to fill the blocks and then design several loops as examples.

**Detectors**

The phase detector takes two forms, either the non-harmonic type or the harmonic type. The first is the kind usually used in frequency synthesizers for continuous waveforms. There are several forms. We will restrict ourselves to only the digital forms, as they fit the circuit blocks we might use. The second are insensitive to missing cycles or pulses such as occur in a data stream. The first kind develop false errors if a cycle is missed. Since we need both kinds, we will develop several of each. The test of a phase detector's function is the phase transfer curve, which relates the detector's response to various phase errors.
FIG 11.11

FIG 11.12

FIG 11.13 A

QUADRATURE NON HARMONIC \( \phi \) DETECTOR

FIG 11.13 B

WAVEFORMS FOR QUADRATURE DETC

FIG 11.13 C

PHASE TRANSFER CURVE FOR QUADRATURE DETECTOR

FIG 11.14 A

'D' NON HARMONIC \( \phi \) DETECTOR

FIG 11.14 B

'D' NON HARMONIC \( \phi \) DETC WAVEFORMS
Non Harmonic

There are two forms of these. The first always produces both UP and DOWN errors. The average of these two errors becomes the error signal. The phase reference is $\pi/2$ radians; therefore they are called quadrature phase detectors. Examples of these are the exclusive "OR" circuit or the multiplier configuration which is a current exclusive or output device.

In Fig. 11.13B we can see the operation. Any phase shift to the left (early) or to the right (late) causes a shift in the area of the UP or the DOWN error which, when filtered, produces the desired error. The circuit has no dead band as a result of the two errors always being present (see Fig. 11.13C).

The second form are the "in phase" versions. They produce an error referenced to the edge of the waveforms. The circuit of Fig. 11.14A is one of these. This circuit is useful but suffers from some dead band due to setup and propagation times. Also, the filter must be able to handle very narrow pulses when the phase errors are near the phase reference. As also the logic family chosen must be able to handle the pulse widths (Fig. 11.14C). The circuit of Fig.11.15A does not exhibit dead band and is therefore preferred. There are commercial versions of these available; the Motorola MC4044 and 12040 being typical. These have similar waveforms to those discussed. Again, dead band and logic speed need consideration, particularly when the logic response times are an appreciable part of the duty cycle as this increases the tolerances or phase jitter, which can be referred to as spurious sidebands, in the closed loop operation.
Fig 11.15 A
Dead Band Elimination Version

Fig 11.15 B
Waveforms for Non Dead Band ϕ Detector

Fig 11.15 C
Phase Transfer Curve for Non Dead Band ϕ Detector

Fig 11.16 A
Harmonic ϕ Detector

Fig 11.16 B
Harmonic ϕ Detector Waveforms

Fig 11.16 C
Phase Transfer Curve
Harmonic Phase Detectors

These detectors are required for data synchronization due to the nature of the data. A stream of ones and zeros require insensitivity to the missing data. The detectors already discussed fail in that they produce false "DOWN" error at the missing data time. The design of this class of phase detector includes circuits that allow the phase detector to work for one cycle following an input pulse.

One version of this is shown in Figs. 11.16A, B, and C. The circuit is similar to the non dead band version just discussed except that a gate has been added to condition the lower "D" F.F. clocked by the oscillator. The delay must be equal to, or slightly less than, one-half period of the oscillator plus 1 logic delay "C-Q" and 1 "D" setup time. The difficulty of this approach is that the input frequency has some tolerance due to tape speed or rotating discs. Therefore the phase transfer curve has a truncation at the leading edge A. If the total delay were greater than a half period plus the other two delays then there could occur a false down error of π or greater, depending on the location of the following pulse. The circuit of Figs. 11.17A, B, C, is no better off as it also requires a delay. Here the incoming data sets both the UP and the DOWN error simultaneously. The UP is reset by the fixed delay and the DOWN is reset by the oscillator. The resultant error is the difference in area of the two waveforms. The reference φ is the output of the delay line. The delay required to reset the UP FF must be equal to or less than one half an oscillator period. If it is greater, then the phase transfer curve is distorted in that the DOWN error is shortened at the previous oscillator edge instead of the correct edge for a late pulse. Fig. 11.18. For delays shorter
**Fig 11.17A**

Second Version Harmonic Φ Detector

**Fig 11.17B**

Second Version Harmonic Φ Detector Waveforms
half the oscillator period the phase transfer curve is truncated. As seen, the need for a conditioning circuit causes the phase transfer curve less than ideal due to the fixed delays versus the variable oscillator and/or the input frequency.

**Interface**

Output of all the phase detectors illustrated so far are voltage pulses. Interface to the filter sometimes calls for a current. If this is the requirement then the voltage output must be converted to a current. Where low pulse widths are expected, as will occur in the circuits of Figs. 11.14, 15, and 11.16, the current conversion circuit must have very wide bandwidth. Current switches of both polarities are often used, such as in Fig. 11.19, or a small capacitor can be added to a resistive convertor to "store" some of the energy of narrow pulses before integration, such as in Fig. 11.20. This will come more obvious as we discuss filter circuits. The gain of these detectors is \( \frac{V_{\text{Logic Swing}}}{\pi \text{rad}} \) for the voltage circuits and \( \frac{I_s}{\pi \text{rad}} \) for the current switch forms.

Another type phase detector is the sample and hold. It requires a time varying voltage driven by the oscillator, which is always of the same slope, and a sample circuit. These are inherently Harmonic detectors in that the sample is always initiated by the incoming data. The pulse width of the sample gate must be small compared to the oscillator half period. Also the ramp must be symmetrical round some reference. Some phase locked loops are built around a ramp oscillator which automatically provides the time varying ramp. One problem with unislope ramps is that a very fast return edge is required. This could be a very fast capacitor discharge (Fig. 11.22) or it could be a 180° phase reversal.
of a symmetrical triangular wave (Fig. 11.23). The latter type are easily obtained from the oscillator by using an amplifier similar to that which we developed to handle two separate inputs as in Fig. 10.4.

The sample gate must be able to handle the full swing of the ramp and pass the charging or discharging currents into the hold capacitor within the period of the sample. There are two kinds. The first is illustrated in Fig. 11.24 and is a transformer driven diode bridge. It can handle both the positive and the negative portions of a ground referenced symmetrical ramp, as well as the discharge and charge currents of the holding capacitor for bidirectional samples.

Another form that is currently popular is the analog switch shown in Fig. 11.25. This circuit has series resistance and therefore requires careful consideration of the RC time constants of the hold capacitor and $R_{on}$ of the Fet. The phase transfer characteristics of these circuits is shown in Fig. 11.26. The limitations are the sample period and the bandwidth restrictions to the fast return slope.

There are no commercial versions of harmonic phase detectors available. However, the non harmonic types already referred to can be made harmonic by the addition of the enable gate structure shown in Fig. 11.16A that is made to block the oscillator input in the absence of data via an AND gate or the reset input to the lower "D" FF.
Truncated down error due to delay $> \frac{T}{2}$
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Fig 11.19

Current Switch Interface

Fig 11.20

Voltage-Current & Filter

Fig 11.21

Sample Gate & Detector

Fig 11.21 A

Waveforms
Oscillators

These are all either voltage or current controlled oscillators. Their purpose is to produce an output frequency that is a function of some control input. They can take the form of controlled multivibrators, controlled LC oscillators, or controlled sawtooth oscillators. There are a large number of commercial types available and many other circuits using discreet components that can be built. Except for the linear LC type oscillator, their frequency period is subject to the noise around a threshold amplitude where the level of charge on a capacitor is used as one extreme of the oscillator output swing. Some commercial types require very careful power supply filtering or isolation in order to reduce their susceptibility to injection locking, even though separate pins are provided for the oscillator power and the output driver powers inputs. Very careful layout and component placement is required for best stability or minimum phase jitter. This is particularly true for the control input which is the error voltage or current.

A voltage controlled multivibrator may be constructed from a bidirectional SS circuit with positive feedback. The circuit is shown in Fig. 11.27 and can be designed for either ECL outputs or T^2L output, depending on the positive supply and the resistor ratios \( R_1, R_2 \) used for the clamp. Sensitivity can be altered by changing the ratio between \( R_3, R_4, \) and \( R_5 \). As the value of \( R_3 \) is lowered, the change in frequency as a function of the control voltage is smaller. The frequency is determined by the clamp voltage, the current source values, and the capacitor value.
**Fig 11.24**
SAMPLE GATE CIRCUIT

**Fig 11.25**
ANALOG SWITCH SAMPLE GATE

**Fig 11.26**
PHASE TRANSFER CURVE FOR RAMP SAMPLE GATE $\Phi$ DETECTOR

**Fig 11.27**
MULTIVIBRATOR OSCILLATOR WITH VOLTAGE CONTROL OR I CONTROL

**Fig 11.28**
DESCRIPTIVE + IC TYPE MULTIVIBRATOR
\[
F = \frac{1}{2T} \approx \frac{I_{\text{source}}}{V_{be} \left( \frac{R_1}{R_e} + 1 \right) C}
\]

(EQ 11.26)

and

\[
I_{\text{source}} = \left( \frac{V_{IN} - V_T}{R_7} \right) R_T - V_{be}
\]

(EQ 11.27)

\[
I_{\text{source}} = \left[ V_{IN} - \frac{(V_T R_7)}{R_3 + R_4} \right] \frac{R_3 R_4}{R_3 + R_4} - V_{be}
\]

(EQ 11.28)

Another ECL oscillator can be built using the line receiver 10116. Here the discharge current for the capacitors is provided from the four emitter return resistors supplied from the control voltage.
A simplified schematic is shown in Fig. 11.29A. If we refer to the waveforms of 11.29B, then we can see the operation of the oscillator. The most positive level is clamped by the output emitter followers. The actual voltage is determined by the Vbe drop resulting from the emitter current. The other side of the capacitor would normally be pulled down to around -1.8 volts, but the capacitor will not allow this change until sufficient charge is accumulated via the resistors and the control voltage. The non-conducting base, B3, voltage will be held steady at -0.6 volts while the conducting base, B7, will be pulled above 0 volts by the action of the capacitor. The capacitor discharges to the point where the base voltages are equal, which initiates the reversal. The gain of the other stages increases the slope of the RC waveforms around the transition region in order to improve stability. One of the greatest concerns is that the base voltage of the conducting transistor is above ground while its collector is around -1.0 volts, clearly saturated. The internal clamping forces this level more negative, resulting in a more linear operation but frequency is affected by the clamping action.

A sawtooth oscillator can be built using discrete components. One of its biggest problems is the flyback circuit and the time for flyback. It is shown in Fig. 11.30A. Saturation storage time can be minimized by using gold doped transistors or schottky clamps. The flyback transistor base pulse width is controlled by the propagation time thru the comparator and can be extended by the use of a capacitor C2.

The frequency is controlled by the current source Q1 as controlled by the control voltage Vc. The peak of the waveform exceeds the comparator voltage due to the comparator response time. The base drive for Q2 is increased by the emitter follower Q3. As can been seen, there are a lot of tolerances or dependencies that affect the frequency. These type oscillators can only be used
Fig 11.29A
Simplified circuit diagram

Fig 11.29B
Bias levels of base and collector. (Clamping ignored)

The above is to show that this circuit has poor frequency control as the discharge is also a function of the forward biased base-collector junction and is therefore device and temperature sensitive.
RAMP OSCILLATOR VOLTAGE CONTROLLED FREQUENCY

FIG 11.30 A

RAMP OSCILLATOR WAVE FORMS

FIG 11.30 B
for "low" frequency work meaning below a few Mega Hertz. Above this, the flyback
time takes an appreciable portion of the cycle thereby altering the phase transfer
curve of the phase detector. Some of the commercial versions include the M(4024;
1648, 1658, 74S124, and 74LS124). Of these the MC1648 is an LC version oscillator
that requires a voltage variable capacitor to control the frequency. Data for
these are contained in their respective data sheets and will not be discussed here.

The gain of the oscillators is expressed in radians per second per volt,
or radians per second per amp. depending on the type filter.

**FILTERS** The purpose of the filter is primarily to provide some bandwidth limitations
while providing the desired poles and zeros for stability. If we look at \( G(s) \),
it contains a single \( S \) term in the denominator from the frequency to phase
conversion. This by itself provides a pole at the origin making a type 1 loop
without adding any other components. The response time of the loop to a step
change in phase is shown for second order systems back in Figs. 11.5 and 11.6.
Knowing the overshoot permitted and the response time for settling, the bandwidth
can be obtained from the graphs. The filters take three basic forms.

The first filter, Fig. 11.31A, interfaces the logic blocks producing the
up and down errors as voltage pulses. Its transfer function is stated below.
The effect of \( C_1 \) is to capture the narrow error pulses that the OP amp cannot
respond to.

\[
V_{op} = I_1 \left( \frac{R_1}{z} + \frac{1}{c_1 s} \right) - I_2 \left( \frac{1}{c_1 s} \right) \quad \text{(EQ 11.29)}
\]

\[
O_v = -I_1 \left( \frac{1}{c_1 s} \right) + I_2 \left( \frac{1}{c_1 s} + \frac{R_1}{z} \right) \quad \text{(EQ 11.30)}
\]
**Fig 11.31 A**
Voltage Pulse & Error Filter
Two Poles One Zero

**Fig 11.31 B**
Current Switch & Error Filter
Two Poles One Zero

**Fig 11.31 C**
Sample and Hold Filter
Sample + One Pole

**Fig 11.31 D**
Current Switch & Error Filter
One Pole One Zero
\[ I_2 = \begin{vmatrix} R_1 + \frac{1}{C_1 s} & V_{in} \\ -\frac{1}{C_1 s} & 0 \\ R_1 + \frac{1}{C_1 s} & -\frac{1}{C_1 s} \\ -\frac{1}{C_1 s} & R_1 + \frac{1}{C_1 s} \end{vmatrix} \]

\[ = \frac{V_{in}}{C_s} \frac{1}{\left(\frac{R_1}{2} + \frac{1}{C_1 s}\right)\left(\frac{R_1}{2} + \frac{1}{C_1 s}\right) - \frac{1}{C_1 s}} \quad (EQ \ 11.31) \]

\[ = \frac{V_{in}}{C_s \left(\frac{R_1}{4} + \frac{1}{C_1 s}\right)} = \frac{V_{in}}{R_1 \left(\frac{R_1}{4} C_s + 1\right)} \quad (EQ \ 11.32) \]

\[ I_F = \frac{V_o}{R_2 + \frac{1}{C_2 s}} = \frac{V_o C_2 s}{R_2 C_2 s + 1} \quad (EQ \ 11.33) \]

For an ideal op-amp

\[ I_2 = I_F \quad (EQ \ 11.34) \]

\[ \frac{V_{in}}{R_1 \left(\frac{R_1}{4} C_s + 1\right)} = \frac{V_o C_2 s}{R_2 C_2 s + 1} \quad (EQ \ 11.35) \]

\[ \frac{V_o}{V_{in}} = K_F = \frac{R_2 C_2 s + 1}{R_1 C_2 s \left(\frac{R_1}{4} C_s + 1\right)} \quad (EQ \ 11.36) \]
Notice that this filter has a zero at $\frac{1}{R_2 C_2}$, a pole at $\frac{1}{R_1 C_1}$, and a gain of $\frac{1}{R_1 C_2}$.

The filters of Fig. 11.31B can be analyzed by considering the voltage out is

$$V_o = I_{inr} \bar{Z}_F = I_{inr} \left( \frac{\frac{1}{C_1 s} \left( \frac{1}{C_2 s} + R \right)}{\frac{1}{C_1 s} + \frac{1}{C_2 s} + R} \right) = \text{(EQ 11.37)}$$

$$\bar{Z}_F = \frac{R C_2 s + 1}{C_2 s + C_1 s + R C_1 C_2 s^2} = \text{(EQ 11.38)}$$

$$= \frac{R C_2 s + 1}{S (C_1 + C_2) \left( \frac{R C_1 C_2}{C_1 + C_2} s + 1 \right)} = \text{(EQ 11.39)}$$

Which is a pure, integrator, a zero at $\frac{1}{R C_2}$, a pole at $\frac{R C_1 C_2}{C_1 + C_2}$, and a gain of $\frac{1}{C_1 + C_2}$. As can be imagined, the added $S$ in the denominator can be used to change a type 1 to a type 2 loop.

The filter of Fig. 11.31C can be similarly analyzed. Here the input is a voltage such as might be stored on a holding capacitor $C_1$

$$V_o = \frac{\frac{V_1}{C_1} - \frac{1}{C_2 s}}{\frac{1}{C_1 s} + R + \frac{1}{C_2 s}} = \frac{V s \left( \frac{1}{C_1 + C_2} \right)}{S \left( R C_1 C_2 s + C_1 + C_2 \left( \frac{1}{C_1 + C_2} \right) \right)} = \text{(EQ 11.40)}$$

$$= \frac{V}{(C_1 + C_2) \left( \frac{R C_1 C_2}{C_1 + C_2} s + 1 \right)} = \text{(EQ 11.41)}$$
Again there is a single pole at $\frac{1}{RC_1C_2}$, and a gain of $\frac{1}{C_1+C_2}$. This would be fine for a type 1 system as it does not introduce a pole at the origin. The filter of Fig. 11.31D is for use with a current input

$$V_o = I \omega Z_F$$

$$Z_F = -\frac{1}{C_2s} + \frac{RC_2s + 1}{C_2s} \quad \text{(EQ 11.42)}$$

which is a single zero at $\frac{1}{RC_2}$ and a pole at the origin. This particular filter is not reliable at high frequencies due to stray capacitance, which makes it look like EQ 11.39 where $C_2$ is $C_1$ of EQ 11.42 and $C_1$ is the stray capacitance in parallel.

There are many other variations that could be desired depending on our requirements. For our examples we will use the filters of Fig. 11.31A and B. The filters can be used if the pole associated with the stray capacitance is far removed from the zero. The last remaining block is the sample rate block. Usually with a data stream there are at least two (a maximum and a minimum) pulse rate that are subharmonics of the oscillator frequency, Therefore, there is a maximum gain and a minimum gain to be specified. Both cases should be calculated. The loop performance usually requires the maximum peak overshoot response to occur at the maximum gain therefore this value must be used to establish the loop conditions. The sample rate gain is

$$\frac{W_{\text{sample}}}{W_{\text{osc}}} = \frac{2\pi F_{\text{sample}}}{2\pi F_{\text{osc}}} = \frac{F_{\text{sample}}}{F_{\text{osc}}} \quad \text{(EQ 11.43)}$$

for the filters we will be using or if we used the zero order hold circuits

12.21
such as sample and hold the gain is

$$\frac{\sin(\pi \left( \frac{w}{w_s} \right))}{\frac{\pi}{\pi} \frac{w}{w_s}} = -\frac{\pi}{\pi} \frac{w}{w_s}$$

(EQ 11.44)

where \( W \) is the radians per second of interest and \( W_S \) is the radians per second of the sample rate.

The design of a Type 2 phase locked loop is shown in Fig. 11.32. We will first specify the loop. The input shall be \( f_I = 2.5 \) MHz. It shall have a maximum peak overshoot of no more than 5% and a response time of 2.0 \( \mu s \) to within \( \pm 5\% \). The oscillator shall run at 5.0 MHz and shall be able to capture within \( \pm 20\% \) of 5.0 MHz and be able to follow frequency excursions of \( \pm 5\% \).

If we look at the graph of Fig. 11.6, we see that a \( \frac{W}{\pi} = 0.5 \) meets the criteria of 5% maximum overshoot. The error comes within \( -5\% \) at around a \( W_t = 0.5 \). Since we want to settle within \( \pm 5\% \) in 2 \( \mu s \), then

$$W_n = \frac{0.5}{2} = \frac{0.5}{2 \times 10^{-6}} = 2.5 \times 10^5 \text{ radians}$$

(EQ 11.45)

The gain of the oscillator is determined from the curve, Fig. 11.33, for the MC 1658. If we choose a nominal control voltage of -0.7 volts, the FC product is 950. For a frequency of 5.0 MHz, the capacitor must be

$$\frac{950 \text{ MHz} \cdot \text{pF}}{5 \text{ MHz}} = 190 \text{ pF}$$

(EQ 11.46)

which can be made up of 180 pF + 10 pF or 180 plus a variable capacitor to fine tune it in. To obtain \( \pm 20\% \) range, the error voltage excursions must
FIG 11.32
COMPLETE PHASE LOCKED LOOP ECC VERSION
PROVISION IS MADE FOR HARMONIC OPERATION

FIGURE B - FREQUENCY-CAPACITANCE PRODUCT WITH CONTROL VOLTAGE ($V_{CX}$)
MC 1659 OSCILLATOR

- $C_{X}(f) = $ Frequency Capacitance Product at Control $V_{CX}$
- Desired Frequency (MHz)

$V_{CX}$ INPUT VOLTAGE (VOL)
include
\[ q_{50} + (950) = 950 + 190 \]  
\[ (EQ 11.47) \]

on the curve. These control voltages represent at 1140, up to -0.45 volts and down to 760 at -0.95 volts. The gain \( K_0 \) of the oscillator is in radians per second per volt

\[
K_0 = \frac{2\pi (1200 - 710) \text{MHz} \cdot \text{PF}}{(19.0 \text{PF}) (1.0 - 0.4) \text{V}} = 2.7 \times 10^7 \text{rad/sec. volt} \]  
\[ (EQ 11.48) \]

The gain of the phase detector is

\[
\frac{\Delta V_{in}}{\pi} = \frac{1.737 - 0.855 V}{\pi} = \frac{0.8525}{\pi} = 0.2713 \text{V/rad} \]  
\[ (EQ 11.49) \]

The gain of the \( K \) sample is

\[
\frac{2.5 \text{ MHz}}{5.0 \text{ MHz}} = \frac{1}{2} \]  
\[ (EQ 11.50) \]

The gain of the filter is \( K_f \)

\[
K_f = \frac{R_1 C_2 s + 1}{R_1 C_2 s (\frac{R_1}{C_1} s + 1)} \]  
\[ (EQ 11.36) \]

To get \( I \) and \( W_n \) specified, we need to write the entire equation. We will include an attenuator \( K_{0e} \) as we may need it.

\[
\frac{\Phi_o}{\Phi_{in}} = \frac{G_{ij}}{1 + G_{ij}} = \frac{K_f K_s K_f K_o}{1 + K_f K_s K_f K_o} \]  
\[ (EQ 11.51) \]
\[
\frac{\Phi_o}{\Phi_w} = \frac{(0.2713 \times 10^6) (\frac{R_2 C_2 S + 1}{R_1 C_2 S (\frac{R_1 C_1}{4} S + 1)}) K_c \left( \frac{2.7 \times 10^{-7} \text{ rad/sec mrad}}{s} \right)}{1 + (0.2713 \times 10^6) (\frac{R_2 C_2 S + 1}{R_1 C_2 S (\frac{R_1 C_1}{4} S + 1)}) K_c \left( \frac{2.7 \times 10^{-7} \text{ rad/sec mrad}}{s} \right)} \quad \text{(EQ 11.51)}
\]

Continued

\[
= \frac{3.662 \times 10^6 K_c}{S} \left( \frac{R_2 C_2 S + 1}{R_1 C_2 S (\frac{R_1 C_1}{4} S + 1)} \right)
\]

If we look at the characteristic equation of the denominator, we can determine the response

\[
C.E. = R_1 C_2 S^2 \left( \frac{R_1 C_1}{4} S + 1 \right) + 3.66 \times 10^6 \frac{K_c}{S} \left( R_2 C_2 S + 1 \right) \quad \text{(EQ 11.52)}
\]

\[
\frac{R_1^2 C_1 C_2 S^3}{4} + R_1 C_2 S^2 + 3.66 \times 10^6 K_c R_2 C_2 S + 3.66 \times 10^6 K_c \quad \text{(EQ 11.53)}
\]

which is a third order equation which was forced on us by the inclusion of \( C_1 \) used to improve the response to very narrow phase errors. If we ignored this \( C_1 \) and rewrote the equation making sure in our design that the pole \( \frac{b}{R_1 C_1} \) is more than a decade above the zero, we can proceed with a second order solution.

\[
K_F = \frac{R_2 + \frac{1}{C_2 S}}{R_1} = \frac{R_2 C_2 S + 1}{R_1 C_2 S} \quad \text{(EQ 11.54)}
\]

now rewriting equation 11.52

\[
\text{C.E.} = 1 + \frac{3.66 \times 10^6}{S} K_c \left( \frac{R_2 C_2 S + 1}{R_1 C_2 S} \right) = 0 \quad \text{(EQ 11.55)}
\]
\[ R_1 C_L s^2 + 3.66 \times 10^6 K_a (R_2 C_L) s + 3.66 \times 10^6 K_a = 0 \]  
\textbf{(EQ 11.56)}

\[ s^2 + \frac{(3.66 \times 10^6 K_a)(R_1 C_L)}{R_1 C_L} s + \frac{3.66 \times 10^6 K_a}{R_1 C_L} = 0 \]  
\textbf{(EQ 11.57)}

Therefore,  
\[ \sqrt{\frac{3.66 \times 10^6 K_a}{R_1 C_L}} = \omega_n = 2.5 \times 10^5 \]  
\textbf{(EQ 11.58)}

and  
\[ 2 \left( \sqrt{\frac{3.66 \times 10^6 K_a}{R_1 C_L}} \right) = 10^6 = \frac{3.66 \times 10^6 K_a}{R_1 C_L} \]  
\textbf{(EQ 11.59)}

\[ (2)(2)(2.5 \times 10^5) = 10^6 = \frac{3.66 \times 10^6 K_a}{R_1 C_L} \]  
\textbf{(EQ 11.60)}

Therefore,  
\[ \frac{K_a R_2}{R_1} = \frac{10^6}{3.66 \times 10^6} = 0.273 \]  
\textbf{(EQ 11.61)}

going back to  
\[ \omega_n^2 = \frac{3.66 \times 10^6 K_a}{R_1 C_L} = (2.5 \times 10^5)^2 \]  
\textbf{(EQ 11.62)}
or \[
\frac{K_a}{R_1 C_2} = \left(\frac{2.5 \times 10^3}{3.662 \times 10^4}\right) = 1.706 \times 10^{-5}
\] (EQ 11.63)

Now we know that \[
\frac{K_a}{R_1} = \frac{0.273}{R_L} = (1.706 \times 10^{-4}) C_L
\] (EQ 11.64)

If we choose \(C_2 = 1.0 \times 10^{-8}\) farads, then \[
R_2 = \frac{0.273}{(1.706 \times 10^{-4})(10^{-8})} = 1.60 \times 10^3 \text{ or } 1.6 \text{k}.
\] (EQ 11.65)

which also means that \[
\frac{K_a}{R_1} = \left(1.706 \times 10^{-4}\right)(10^{-8}) = 1.706 \times 10^{-12}
\] (EQ 11.66)

so if \(K_a\) were 1, then \(R_1\) would be \[
R_1 = \frac{1}{1.706 \times 10^{-4}} = 5.86 \times 10^3 = 5860 \text{ }\Omega.
\] (EQ 11.67)

Therefore we may need an attenuator for interface purposes. Now we have all the parameters we need for design. We should review the change in voltage out of the OP amp to see if it can drive the attenuator for the frequency range since we need some interface to the IC.

If \(K_a = \frac{1}{5}\) then \(R_1 = 1172 \text{ }\Omega\) (EQ 11.67A)
5(ΔV_cont) = (0.95 - 0.45)5 = 2.5 V swing total \hspace{1cm} \text{(EQ 11.68)}

Now we know \( R_1, R_2, \) and \( C_2, \) we can designate the locations of the zero.

\[
\frac{1}{R_L C_L} = \frac{1}{T_2} = \frac{1}{(1.60 \times 10^3)(10^8)} = 6.25 \times 10^4 \text{ rad} \hspace{1cm} \text{(EQ 11.69)}
\]

\[
\frac{6.25 \times 10^4}{2\pi} = 9.94 \times 10^3 \text{ Hz} \hspace{1cm} \omega = 10 \text{ kHz}
\]

We can now draw the Bode diagram knowing all the information we have. We now need an equation to describe the zero gain crossing \( \omega_{zc} \) of the -40 dB/decade (-12 dB/oct) slope determined by the \( S^2 \) in the denominator.

\[
\sqrt{K_T} = \sqrt{K_S K_F K_\alpha K_\delta} = \omega_{zc} \text{ in radians} \hspace{1cm} \text{(EQ 11.70)}
\]

\[
= \sqrt{(\frac{1}{2})(0.2713)(\frac{1}{R_1 C_L})(\frac{1}{5})(2.7 \times 10^7)}
\]

\[
= \sqrt{\frac{1}{2} (0.2713)(\frac{1}{1.172 \times 10^3})(\frac{1}{5})(2.7 \times 10^7)} = 2.5 \times 10^5 \hspace{1cm} \text{(EQ 11.71)}
\]

which checks with EQ 11.45. The zero is located at \( 6.25 \times 10^4 \) rad, the phase margin at the 0 db crossing of the open loop is 86.4 as obtained from Fig. 11.33 and

\[
\Phi_m = \tan^{-1} (\omega_{zc} T_2) = \tan^{-1} (10^4 \times 10^5)
\]

\[
= \tan^{-1} 16 = 86.4^\circ \hspace{1cm} \text{(EQ 11.72)}
\]

We should investigate the phase error that results from using the OP amp. The high frequency gain of the OP amp is

\[
\frac{R_2}{R_1} = \frac{1.60 \times 10^3}{1.172 \times 10^3} = 1.36
\]

12.27
The manual for a μa 741 shows a phase shift, closed loop, at a gain of 1.36 of around 45° at 0.7 MHz or 4.4 M rad above 0 db crossing which dictates a loss of about 12.8° phase margin and some increase in overshoot and settling time. The same goes for any pole we might add by placing a C1 in position.

\[ \frac{g_e}{T_p} = \frac{4}{R_1 C_1} = 10^7 \]  
\[ C_1 = \frac{4}{10^7 (1.172 \times 5^2)} = 3.4 \times 10^{-10} \text{F} \]  

which is the largest capacitor. we could add half way along the R1 or at the 586 n to 586 n junction without subtracting more than 5° from the phase margin. This would place the spread between the zero and pole of \( \frac{W_P}{W_Z} = \frac{107}{6.25 \times 10^4} = 160 \) which is adequate. Now the phase jitter is described by the equation for a step error of \( \Phi \)

\[ \Phi_{\phi_2} = \frac{\Phi_{\phi_2}}{5} \left[ \frac{C(z)}{1 + G(z)} \right] = \frac{\pi}{5} \left[ \frac{1}{1 + \frac{1}{2} (0.2713) (1.172 \times 10^5) \left( \frac{1}{5} \right) \left( 2.7 \times 10^7 \right) \left( 1.6 \times 10^5 S + 1 \right)}{1 + \frac{1}{2} (0.2713) (1.172 \times 10^5) \left( \frac{1}{5} \right) \left( 2.7 \times 10^7 \right) \left( 1.6 \times 10^5 S + 1 \right)} \right] \]  

\( \text{(EQ 11.74)} \)

\[ \frac{1}{5} \left[ 6.25 \times 10^6 \left( \frac{1.6 \times 10^5 S + 1}{5^2} \right) \right] = \frac{\pi}{5} \left[ 6.25 \times 10^6 \left( \frac{1.6 \times 10^5 S + 1}{5^2 + (6.25 \times 10^6 S + 6.25 \times 10^6 S)} \right) \right] \]  

\( \text{(EQ 11.75)} \)

\[ \frac{\pi}{5} \left[ \frac{\omega_n \omega_n \left( \frac{1.6 \times 10^5 S + 1}{5^2 + 2 \omega_n S + \omega_n^2} \right)}{\omega_n S + \omega_n^2} \right] = \frac{\pi}{5} \left[ \frac{6.25 \times 10^6 \left( 1.6 \times 10^5 S + 1 \right)}{5^2 + (1.6 \times 10^5 S + 6.25 \times 10^6 S)} \right] \]  

\( \text{(EQ 11.76)} \)
The solution is

\[ \mathcal{L}^{-1} \hat{q}_{(0)} = \pi \left\{ 1 + e^{-\omega_0 t} \left[ \frac{2}{3} \omega_0^3 t \right] \right\} \]

As can be seen as long as we keep the bandwidth up to improve the response to a step change in phase, we introduce 0 errors in the oscillator which always occur when reading written transitions due to both noise and pulse interferences as discussed before. The ideal solution would be a system that would lock up fast and then revert to a low bandpass loop while reading transitions associated with the customers data. This is accomplished by having a preamble prior to the data area to be used for locking the phase locked loop then changing the location of the zero, preferably, to lower the bandpass, and hence the jitter.

Now in the example just cited, the zero is the result of \( R_2 \) and \( C_2 \) around the CP amp. We could change the location of the zero without changing the gain. If we examine \( G(s) \), the gain of the filters is \( \frac{1}{R_1C_2} \) which means we could lower the zero by only changing \( R_2 \). We could do this with a Fet if we could accept the
Transient associated with the \( C_{iss} \) of the Fet. If we did this, we could see
from the resulting Bode plot that we really need to lower the gain at the same
time, in other words we need to lower \( W_{cn} \) the same amount that we lower \( W_z \), but
\( W_{cn} = \sqrt{K_t} \) therefore, we need to look elsewhere to do the job or allow
greater time for lockup or allow a compromise.

There is a better filter that can easily be used that allows both gain
and \( T_z \) to be changed by only changing one component. If we use the filter of
Fig. 11.31B in conjunction with current convertors for the phase detectors, we
get interesting results.

\[
G(s) = \frac{K_s K_P K_F K_x K_e}{s} \quad \text{(EQ 11.79)}
\]

Now the gain of \( K_P \) is in radian or \( \text{source/radian} \) radians. The gain of the filter is
given in EQ 11.39.

\[
G(s) = \frac{1}{\pi} \left( \frac{I_{in}}{S(C_1 + C_2) \left( \frac{R C_2}{C_1 + C_2} s + 1 \right)} \right) \left( K_x \right) \left( \frac{2 \pi f_0}{S} \right) \quad \text{(EQ 11.80)}
\]

Therefore, the characteristic equation is

\[
C.E. = 1 + G(s) = 1 + \left( 4 \cdot 297 \times 10^6 \right) \left( \frac{I_{in}}{S(C_1 + C_2) \left( \frac{R C_2}{C_1 + C_2} s + 1 \right)} \right) \left( K_x \right) \left( \frac{2 \pi f_0}{S} \right) \quad \text{(EQ 11.81)}
\]

\[
= S^2 \left( C_1 + C_2 \right) \left( \frac{R C_2}{C_1 + C_2} s + 1 \right) + 4 \cdot 297 \times 10^6 I \ K_x \left( \frac{R C_2}{S + 1} \right) \quad \text{(EQ 11.82)}
\]
\[ R C_1 C_2 s^3 + (C_1 + C_2)s^2 + 4.297 \times 10^6 (I/K_a) R C_1 s + 4.297 \times 10^6 I K_a \] (EQ 11.83)

which is a third order equation again. We can take two approaches. The first is the same as before where the pole is widely separated from the zero by at least 100.

\[
T_2 = \frac{R C_2}{C_1 + C_2} \quad \text{and} \quad T_p = \frac{R C_1 C_2}{C_1 + C_2}
\] (EQ 11.84)

\[
100 = \frac{T_2}{T_p} = \frac{R C_2 (C_1 + C_2)}{R C_1 C_2} = \frac{C_1 + C_2}{C_1}
\]

\[
\frac{C_2}{C_1} = 100 - 1 = 99
\] (EQ 11.85)

If we take the same parameters as before, the filter would be that of Fig. 11.31D which has an impedance as given in EQ 11.42.

\[
G(s) = (4.297 \times 10^6 (I/K_a) \left[ \frac{R C_2 s + 1}{C_2 s^2} \right] \right)
\] (EQ 11.86)

\[
C.E. = 1 + (4.297 \times 10^6 (I/K_a) \left( \frac{R C_2 s + 1}{C_2 s^2} \right)
\] (EQ 11.87)

\[
= s + 4.297 \times 10^6 (I/K_a) \frac{R C_2 s + 4.297 \times 10^6 I K_a}{C_2}
\] (EQ 11.88)

\[
\omega_0 = \left(2 \times 10^5 \right)^2 = \frac{4.297 \times 10^6 I K_a}{C_2}
\]
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\( W_n = (2.5 \times 10^5)^2 = \frac{4.297 \times 10^6 I K_n}{C_2} \)  \hspace{1cm} (EQ 11.89)

\[ I K_n = \frac{C_2 (2.5 \times 10^5)^2}{4.297 \times 10^6} = (1.454 \times 10^{-4}) C_2 \]  \hspace{1cm} (EQ 11.90)

\[ 2 \times W_n = (2 \times 2 \times 2.5 \times 10^5) = 10^6 = \frac{4.297 \times 10^6 I K_n R_0}{C_2} \]  \hspace{1cm} (EQ 11.91)

If we let \( C_2 = 10^{-8} \text{ Farads} \) as before, then

\[ I K_n = 1.454 \times 10^{-4} \]  \hspace{1cm} (EQ 11.92)

\[ 10^6 = (4.297 \times 10^6)(1.454 \times 10^{-4}) R \]  \hspace{1cm} (EQ 11.93)

\[ \therefore R = \frac{10^6}{(4.297 \times 10^6)(1.454 \times 10^{-4})} = 1.60 \times 10^3 \text{ } \Omega \]  \hspace{1cm} (EQ 11.94)
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which looks familiar. We could raise the current by changing $C_2$ and $C_1$ as $\frac{1}{C_2}$ as part of the gain. The current source could be 145 $\mu$A without an attenuator a 1.45 mA with a 10:1 attenuator which should be better unless we run into linearity and range problems. $C_1$ would be

$$\frac{C_1}{99} = 101 \text{ pF}$$  \hspace{1cm} (EQ 11.95)

Now we can calculate $\omega_{cn} = \sqrt{K_t}$ as

$$\omega_{cn} = \sqrt{\left(4.24 \times 10^4\right) \times \left(1.45 \times 10^{-4}\right)} = 2.5 \times 10^5 \text{ radian}$$  \hspace{1cm} (EQ 11.96)

$$T_z = RC_1 = \left(1.6 \times 10^5\right) \times 10^{-4} = 1.6 \times 10^5$$  \hspace{1cm} (EQ 11.97)

which all gives the exact same Bode diagram as Fig. 11.336 with a loss of 50 phase margin at the zero db crossing except we do not need an OP amp. To get our lower Bandpass for less jitter, let's change $T_z$ to $1.6 \times 10^{-4}$. To lower the $W_z$ and the gain, we simply raise the resistor $R$ of the filters by 10 and change the current of the current sources by $(10)^2$ from 1.45 mA to 14.5 $\mu$A. This would work very well as the pole associated with $C_1$ does change therefore, the loss of phase margin is less. There is no disturbance to the error voltage by changing $R$ unless the R switch introduces an error due to stray coupling. The whole Bode plot moves down by 1 decade meaning that the settling time is now 20 $\mu$s insted of 2 $\mu$s which is ideal after synchronization.

The second version is to make the separation of the pole and the zero 16 in order to get as good a phase margin as possible. Unfortunatly, we cannot obtain
1) Locate Pole and Zero
2) Find centroid of Pole-Zero
3) Draw line at 1000/decade thru the centroid
4) Locate zero on -20 db line
5) Draw line -20 db/decade thru zero
6) Draw line -80 db/decade thru pole located on -20 db line

Fig II.34 A

Graphical Design Approach
Therefore, at the centroid we have a maximum phase margin. If the data recorded has several frequencies such as 1F, 2F, and 1-1/3F, then the 1F and 2F in radians, should be placed on either side of the zero crossing equally spaced on log paper Fig. 11.34. This will provide the best possible phase margin for all frequencies of interest. If the spread between frequencies is large, then a wider spacing is required between the pole and zero. Notice that the gain $K$ of the loop is changed by the data (sample) rate. Therefore, all frequencies of interest should be given the best possible phase margin. Such will be the case if, in our example, starting at EQ 11.86 the sample rate were used that corresponds to the lowest sample rate, then for all higher sample frequencies the system should be stable unless the pole is exceeded (associated with $RC_1$). It should be noted that the phase margin, hence $\Phi$, is a function of the spacing of the pole and zero.

Since the solution of a third order equation is not so straightforward we will try another approach. (from G Winner and R. Spencer)

\[
G(s) = \frac{T_z s + 1}{\frac{T_e}{K} s^3 + \frac{s^2}{K} + T_z s + 1}
\]

\[
G(j\omega) = \frac{1 + j\omega T_e}{1 - \frac{\omega^2}{K} + j\omega \left( T_z - \omega^2 \left( \frac{T_e}{K} \right) \right)}
\]

\[
G(\omega) = \frac{\left( 1 + \omega^2 T_z \right)^{\frac{1}{2}}}{\left( \left( 1 - \frac{\omega^2}{K} \right)^2 + \omega^2 \left( T_z - T_e \frac{\omega^2}{K} \right) \right)^{\frac{1}{2}}}
\]
FIG. 11.34.B

$G(s)$ OPEN LOOP BODE PLOT FOR EQ. 11.80
a phase margin sufficient for a $\frac{1}{2}$ of 2, so let's see what we get if we keep the zero at the same location.

$$C_1 = \frac{C_L}{16-1} = \frac{10^{-5} R_{ds}}{15} = 6.66 \times 10^{-10} = 66.6 \text{ pF} \quad \text{(EQ 11.98)}$$

substituting in EQ 11.81

$$C.E. = 1 + G_60 = 1 + \left(4.09 \times 10^{-6}\right) I_{X} K_{e} \left[ \frac{R C_{5} + 1}{S^{2} \left(C_{1} + C_{2}\right)} \left(\frac{R C_{6} + S + 1}{C_{1} + C_{2}}\right) \right] \quad \text{(EQ 11.99)}$$

$$= S^{2} \left(C_{1} + C_{2}\right) \left(\frac{R C_{6} + S + 1}{C_{1} + C_{2}}\right) + 4.29 \times 10^{-6} I_{X} K_{e} \left(R C_{5} + 1\right) \quad \text{(EQ 11.100)}$$

$$= S^{3} \left(R C_{5} + C_{1} + C_{2}\right) + 4.29 \times 10^{-6} I_{X} K_{e} R C_{5} + 4.29 \times 10^{-6} I_{X} K_{e} \quad \text{(EQ 11.101)}$$

The usual method of making the Bode plot is to locate the centroid between the zero and the pole on the $W$ axis on semi log paper and draw a line with a slope of $-20$ db per decade passing thru zero db. Then on this line locate the zero and pole and draw lines $-40$ db/decade passing thru each, the pole and zero making the line thru the zero extend to the 0 db axis. The intersection of this line with the 0 db axis is equal to $\sqrt{K_e}$. The phase bulge extends from $-180^\circ$ on the left upwards peaking at the centroid and trailing back to $-180^\circ$ to the right according to the equation.

$$\Theta = -180^\circ + \tan^{-1} \frac{W_T e}{-\tan^{-1} W_T e} \quad \text{(EQ 11.102)}$$
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There are three terms that cause peaking in the frequency domain

\[ \left| G(\omega) \right|_{\text{normalized}}^2 = \frac{\left(1 + \frac{\omega^2}{\omega_z^2}\right)}{(1 - \omega^2)^2 + \frac{\omega^2}{\omega_z^2} (1 - \frac{\omega^2}{X})^2} \]

\[ \omega = \frac{\omega}{\sqrt{K}} \]

\[ \omega_z = \frac{\omega}{\sqrt{K}} \]

\[ X = \frac{\omega}{\omega_z} \]

Note that the \((1 - \frac{\omega^2}{X})^2\) term would cause peaking at a much higher frequency than the other two terms. Hence, for nominal peaking, we need to balance the affects of the other two terms. For closed loop bandwidth where

\[ \left| G(j\omega) \right|^2 = \frac{1}{2} \quad \omega = \omega_{\text{max}} \]

and was solved numerically and shown in Fig. 11.35. Closed loop peaking

\[ \text{when } \frac{d}{d\omega} \left| G(j\omega) \right|^2 = 0 \quad \omega = \omega_{\text{max}} \]

\[ \left| G(j\omega) \right| = \text{maximum } \quad \omega = \omega_{\text{max}} \]

The solution is shown in Fig. 11.36, 37, and 38. For various values of \(X\) we can tabulate the peaking resulting from ignoring the \(S^3\) term and applying the above derived corrections. These are tabulated in Table 11.1.

<table>
<thead>
<tr>
<th>(X)</th>
<th>Ignoring (S^3)</th>
<th>Corrected for (S^3)</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4.5 db</td>
<td>4.44 db</td>
<td>.06 db</td>
</tr>
<tr>
<td>10</td>
<td>2.12 db</td>
<td>1.74 db</td>
<td>.39 db</td>
</tr>
<tr>
<td>16</td>
<td>1.56 db</td>
<td>1.08 db</td>
<td>.78 db</td>
</tr>
<tr>
<td>20</td>
<td>1.37 db</td>
<td>.86 db</td>
<td>.51 db</td>
</tr>
<tr>
<td>25</td>
<td>1.21 db</td>
<td>.70 db</td>
<td>.51 db</td>
</tr>
</tbody>
</table>

...
Normalized Peak Frequency

\[ \frac{\omega_{PK}}{\sqrt{K}} \]

- \( X = 2.5 \)
- \( X = 2.0 \)
- \( X = 1.6 \)
- \( X = 1.0 \)
- \( X = 4 \)

**Figure 38**

Normalized vs. Frequency \( \omega_2/\omega_k \)
As can be seen, the further apart the pole and zero \((X +)\) the more the amount of error decreases which is what we did when we made the \(W\) pole 100 times the \(W\) zero. The improvement is noted in the right hand column.

To obtain minimum peaking in the frequency domain, either \(K\) should be increased or \(Wz\) should be lowered from the values that would occur if we ignored the cubic. These are listed in Table 11.2

Table 11.2

<table>
<thead>
<tr>
<th>(X)</th>
<th>(Wz) normal</th>
<th>(W) min peaking</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>.707</td>
<td>.648</td>
</tr>
<tr>
<td>10</td>
<td>.562</td>
<td>.425</td>
</tr>
<tr>
<td>16</td>
<td>.500</td>
<td>.340</td>
</tr>
<tr>
<td>20</td>
<td>.473</td>
<td>.310</td>
</tr>
<tr>
<td>25</td>
<td>.447</td>
<td>.280</td>
</tr>
</tbody>
</table>

The results of these tables are plotted in Fig. 11.39. They show the correction as well as the centroid approach values as a function of \(X\) and \(X \cdot \omega_x^2\).
As can be seen, the gain required for best operation is higher than one would expect using the graphical design approach. It also makes the Odb crossing further towards the pole which would reduce the phase margin. Using the classical approach, this would spell trouble and would, therefore, be avoided. The real problem is in predicting the behavior of the loop when it is third order or above. It also presents an easy solution to known problems such as can be achieved with second order circuits.

To complete the design the \( W_0 = \sqrt{K} \) was located at \( 1.23 \times 10^5 \), therefore, \( K = 1.513 \times 10^{10} \) for the first solution, Fig. 11.34B, then when we modify it for \( \frac{w_p}{w_2} = x = 16 \), we get the new value of \( K \) from Fig. 11.39.

\[
\sqrt{K_{\text{located}}} = 2.86 \ \omega_o = (2.86)(6.25 \times 10^5) = 1.78 \times 10^5 \quad (\text{EQ 11.110})
\]

Therefore \( K = (1.78 \times 10^5)^2 = 3.195 \times 10^{10} \) \quad (\text{EQ 11.111})

and from equation 11.80 we get

\[
3.195 \times 10^{10} = K_5 K_P K_F K_a \frac{K_o}{5} \quad (\text{EQ 11.112})
\]

\[
= \frac{1}{2} \left( \frac{I}{\Pi} \right) \left( \frac{K_C L S + 1}{S(C_1 + C_2)} \right) \left( K_a \right) \left( \frac{2.7 \times 10^5 \text{real}}{S \text{real}} \right) \quad (\text{EQ 11.113})
\]
For a reasonable current, we could use an attenuator of say 10:1 so the current can be raised to \(793 \mu A\) for the higher gain. This we should do anyway because when we lower the zero and hence the gain, we will require only \(7.93 \mu A\) (from \(W_2\) changes \(\frac{1}{10}\) by \(\frac{\sqrt{10}}{10}\)). We do need to concern ourselves with the bandwidth of the current switches at these current levels. The last item is the voltage swing on the capacitor for the frequency lock range requirements.

\[
10 \left( \Delta V_{\text{sw}} \right) = 10 \left( 0.95 V - 0.45 V \right) = 5.0 V \approx \pm 2.5 V \quad (\text{EQ 11.116})
\]

This we cannot do with the ECL interface from the phase detectors, Fig. 11.40A, therefore, further voltage translation is required before applying the error pulses to the current switches. We require the modification on both phase locked loops as Fig. 11.40A only allows \(\pm 0.5\) v error range and the first circuit required \(\pm 1.25\) v, Eq. 11.68, and the second required \(\pm 2.5\) v, Eq. 11.116. Let us address the problem of the low current. If we look at the terms for gain, we see \(\frac{1}{C_1 + C_2}\). If we raise \(C_2\) to \(10^{-7}\) farads instead of \(10^{-8}\), we can raise the current. We would also need to change the value of \(R_f\) to relocate the zero back to \(6.25 \times 10^4\) radians, and the pole by changing \(C_1\) accordingly to \(0.0066 \mu F\).
\[ \frac{W_p}{W_2} = 160 \] version described in eq. 11.79 - 11.87

ECL version \( (V_c = 6 \text{mV}) \)

\[ \frac{W_p}{W_2} = 16 \] version filter only

eq. 11.99 - 102

eq 11.110 - 118
FIG 11.40 C

& DETECTOR INTERFACE MODIFICATION
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FIG 11.40 D
GAIN AND FILTER CHANGE FOR FAST T
= FAST LOCK UP AND REDUCED T FOR MINIMUM
PHASE JITTER DURING DATA HANDLING.
The gain $K_I$ becomes

$$R = \frac{1}{(6.25 \times 10^4)(10^3)} = \frac{1}{\omega_c \ell} = 160.\Omega$$  \hspace{1cm} \text{(EQ 11.117)}$$

Now if $K_a$ were $\frac{1}{10}$ as before, the currents are $7.93 \text{mA}$ for the high gain, fast lock up case, and $79.3 \text{mA}$ for the low gain, loop which is easier to handle. We have now gone thru a series of compromises in order to come up with a viable design for a phase locked loop. With each compromise, we pointed out the difficulty and a possible solution. The final design is shown in Fig. 11.40 and were numbered this way in order to emphasize the development of the design.

We have now discussed three type 2 phase locked loops. The first using the filter of Fig. 11.31A, EQ 11.79 as shown in Fig. 11.32. The second phase locked loop using the filter of Fig. 11.31D, EQ 11.42 as detailed in Fig. 11.40A and C. We then discussed the third order effects and their adjustments if we built a phase locked loop using the filter of Fig. 11.31B, EQ 11.39 as developed in Fig. 11.40B, C, and D. We might profitably discuss a type 1 loop although its use is limited due to its phase error due to the difference between the free running frequency and the input frequency. This error is easily visualized when we think that with a type 1 there is no integration of the error. The error that is stored on the filter capacitors leaks away, therefore, it must be constantly replenished which requires a constant phase error to maintain the oscillator on frequency.
FIG 11.41

Type I Phase Locked Loop using a Ramp Oscillator
and a Sample and Hold Filter
The gain of the phase detector is \( \frac{\Delta V_{\text{osc}}}{(2 \pi) \pi} \) volts/rad. The oscillator output is a sawtooth wave from -2.0 v to +2.0 v as is seen by the reference clamp voltage at the emitter of Q2 and the +2 v reference on the comparator. The gain is

\[
W_{\text{osc}} = \left( F_{\text{osc}} \right) \left( \frac{2 \pi}{T_{\text{osc}}} \right) = \frac{2 \pi \frac{I_{\text{source}}}{(4.0 \text{v}) C}}{(\text{EQ 11.119})}
\]

The current \( I_{\text{source}} \) is

\[
I_{\text{source}} = \frac{V_{\text{ref}} - V_{\text{osc}} + V_c}{R_s} \quad \text{(EQ 11.120)}
\]

Therefore, the gain of the oscillator is radians per volt second is

\[
W_{\text{osc}} = \frac{(V_{\text{ref}} - V_{\text{osc}} + V_c) 2 \pi}{(R_s)(4.0 \text{v})(C_0)} \quad \text{(EQ 11.121)}
\]

The filter is in two parts. The first is the sample and hold network, \( R_1 \) in parallel with \( C_1 \), and the second is \( R_2 \) in series with \( C_2 \). Assuming the design of the analog switch and the input pulse width permits full charge or discharge of the hold capacitor, we can write the equation 11.122 if \( K_s = \text{sample rate gain}, K_{sh} \) is the sample and hold filter gain.

\[
G(s) = K_s K_{\phi} K_{sh} K_F \frac{K_o}{s} \quad \text{(EQ 11.122)}
\]

Therefore,

\[
\frac{\Phi_o}{\Phi_{1W}} = \frac{G(s)}{1 + G(s)} = \frac{K_s K_{\phi} K_{sh} K_F \frac{K_o}{s}}{1 + K_s K_{\phi} K_{sh} K_F \frac{K_o}{s}} \quad \text{(EQ 11.123)}
\]
A more complete discussion of the phase locked loop can be found in the Bell System Journal, vol 41, March 1962, pp 559-633.

As we look at the basic system block diagram, Fig. 5.1, we see two phase locked loops. One called the "VFO" and the second the "PLO." These are just names that have come into use to designate the function and are not really descriptive. The "VFO" meaning variable frequency oscillator is intended to designate the phase locked loop used to clock the read data from the recording channel into the host system. The "PLO," phase locked oscillator, is designated as the phase locked loop used for general timing and is locked to the servo data recorded on the servo disc. Since both these data, readwrite and servo, contain harmonic information, meaning the data contains missing bits, both circuits require the use of harmonic phase detectors. The only time the non-harmonic type are used is if there is required some other frequency multiplication that cannot be handled with the original two loops that use the output of either the "VFO" or "PLO" as its input. The "PLO" and "VFO" loop bandwidths are necessarily different. The read data handling "VFO" having the wider bandwidth of the two.

We now need to discuss circuits that utilize the "VFO" as the clocking oscillator. These circuits must assign a read pulse into its proper valued time slot and block any extra pulse that the code may generate that are for self clocking purposes only. There are two kinds. The first are for codes with encoded clocks, and the second is for codes that assign each transition a value.

Declocking circuits with RZ to NRZ convertors (Data Separators). All the FM codes insert clock bits into the data stream to make the data self clocking meaning that a data clock can be easily regenerated from the mixed data itself.
FIG 11.42A
DATA DECKLOCKING TIMING

FIG 11.42B
DATA DECKLOCKING PRINCIPLES

FIG 11.43
PULSE GLITCHING OF LATE DATA

FIG 11.44A
DATA WINDOW EXTENDER AND NRZ CONVERTER (T\*L VERSION)
In Fig. 11.42A we show a typical sequence. At "A" a data bit can be gated out to the following registers while the clock bit B is blocked from transmission. This is simple enough except as we consider that noise and pulse interference in the analog data shift the pulses from their desired central position. Now these pulses have been deliberately moved to have the leading edge of the pulse centered in the positive "window" by the use of a delay line. This is necessary due to the P.L.L. locking the leading edge of data to the leading edge of the oscillator output (in phase). The problem is when these pulses are shifted due to interference, such that the leading edge is within the window but the trailing edge overlaps into the "clock" window. When this happens, the pulse is split and it is possible that it is split such that the output is insufficiently wide to set the following shift register. This is shown in Fig. 11.43. Further if it is wide enough, the propagation time thru the the first stage may be such that the set up time of the second stage may be insufficient for shifting correctly. These problems may be solved by adding a circuit called a "window extender." The principle is to prevent the fall of the clock until the data pulse has cleared the "window." A circuit for doing this is shown in Fig. 11.44. The circuit works by blocking the change of the FF "L" as long as the data, now inverted by K, is present on both nand gates A and B. When the data goes away, the appropriate nand is conditioned thus setting or resetting the R.S.F.F., C-D. Because the positive "window" has to pass thru both A and C before it is gated by G, the inverted data from K is reinverted by E and further delayed by F such that the total delay is equal in both paths. The pulse from G sets the front stage of the shift register H. The clock for H becomes the actual clock meaning that the register is shifted just before the data is accepted thru the window for each cycle. This permits all propagation delays to be over and settled before shifting. It does not matter to the circuit if a clock pulse blocks Nands A
or B as they are rejected by G anyway. This is a very useful circuit and is required for all FM codes unless logic is devised to overcome the original limitations of both pulse width and propagation delays. The shift register itself is used to convert from RZ to NRZ which is used to transmit data between units of a system.

**RZ to NRZ Convertors for Valued Pulses**

The design problem with this type circuit is that there is no interleaved "clock pulse" cycle to use for housekeeping activities such as we used for extending the data window. Obviously the circuits that must be devised for this application must be edge sensitive only as each cycle is a complete window in itself. The problem is at both extremes of the window unless the designer disallows a small area at each extreme of the window. If this is done, then a pulse located near the edge will be missed entirely and not just and mispositioned. Careful attention to logic delays and extra circuits for parallel use are required to ensure no missing data. Fig. 11.45A, B, and C show both the waveform application and a circuit. The data input is slirrmed into a very narrow pulse by A which sets B. An overlap of the set pulse and the possible clock edge is possible therefore, that data bit will be maintained in B causing an error if the next pulse is missing. The FF C is only used for delay to account for propagation thru B and the set up of block D. Again, if the delay from C is not long enough, then the late bit into B will not propagate on the cycle but will possibly show up in the next position due to the overlap of the set and clock lines of B. Block E is now added to allow for the completed set pulse into B before B is clocked. This is about the best that can be done using current logic for this application. What would be great is to have a block that has two independent clocks, one for data and the other for clock.
**Fig 11.45 A**

Valued Data Pulses and Oscillator Timing

**Fig 11.45 B**

Valued Data Pulse R2 to NRZ Converter Implemented in ECL.

**Fig 11.45 C**

Timing Showing Delays
Starting Circuits

Before we leave the subject of Phase Locked Loops, we should discuss starting circuits. These circuits are used to stop the oscillator briefly and restart it in phase with the incoming data. This is useful if the oscillator is already running near or at the incoming frequency which minimizes the phase correction required. If the incoming data pulses were inputted at random phases to the oscillator, then there is a distinct possibility that the oscillator will slip phase, meaning the phase error exceeds 180° therefore it will lock up on the next cycle. For mixed clock and data systems, this will cause clock pulses to be misinterpreted as data pulses. Also, it takes longer for the loop to stabilize after a 360° slip. In disc files it is now customary to lock the "VFO" to the "PLO" during non-Read cycles and then switch to read pulses during Read. The circuits are also complicated by using non harmonic phase detectors when locking to the "PLO" and using a harmonic phase detector when locking to data. The block diagram is shown in Fig. 11.46. Here we have both features of the oscillator clamp controlled by the changing edge of the Read Gate and the input data (either Read Data or "PLO") as well as the High Bandwidth switch used for fast sync up. This latter is usually referred to as Fast T. As can be seen, the oscillator is clamped to one half cycle until the counter is satisfied by counting input "data" after the Gate edge. For correct operation, the clamp must be able to charge the capacitor during some minimum interval. For some type oscillators, this minimum interval is one half cycle, therefore, the counter must count to two and hold. For others, a single count and hold will suffice. The Fast T must also be synchronized with the data due to the gain change. The circuitry for doing this includes the current gain change and the filter change (zero-pole) switches illustrated in Fig. 1140E. The control blocks are simply a regular single shot
FIG. 11.46
IN PHASE START CIRCUITRY AND FAST T SWITCH LOGIC
BLOCK DIAGRAM

DELAYED DATA

SEPARATED DATA

FIG. 11.47
OSCILLATOR PHASING WITH FORMATTED DATA (FOR FM CODES)
triggered by the change of the Read Gate followed by a 'D' F.F. Thus the '+ High B.W.' or 'Fast T' signal will be synchronized with the first data pulse following the Read Gate change and is reset by the first data pulse following the fall of the single shot output.

Data Format Requirements

From the above we can see that it takes time for the various circuits to be ready to properly handle the data. The Write requires establishment of the Write Current only before valid transition can be written on a previously selected head. With Read, the amplifier requires recovery from any select transient, the AGC requires establishment and lastly the "VFO" require synchronization. Thus the preamble written prior to each record must include the foregoing, plus some data pattern recognizable as 'the grouping' just prior to the actual record. This grouping can be a single transition phased to occur in the data window or some pattern. With FM codes, some means must be provided to allow differencing between clock pulses and data pulses. This is usually accomplished during the synchronization time of the VFO by making all transitions, clock transitions. Circuitry can be added to ensure that during this period no data is clocked out of the data separator. If it does, then the phase of the oscillator requires reversal. This is easy to do for FM code since the oscillator is required to run at a frequency that includes both data and clock pulse cycles serially for phase detector use, but at half this rate for separation use; therefore, an intervening F.F. is added to divide by two. If, during the synchronization period, a "data" were clocked out, it would be routed to the reset line of the FF to reverse its phase. Such a circuit is shown in Fig. 11.47.
Ever since the first binary recording devices were invented, there have been codes developed to represent the data. The first codes were simply a train of pulses. The early magnetic storage devices recorded these pulses using linear recording, then later with saturation recording of each pulse. As data density increased on subsequent machines, it was realized that there was no need to return the surface magnetization to zero nor was it necessary to erase the old information before making a new record. This permitted the non return to zero, NRZ, codes compared to the earlier RZ or Return to zero. NRZ codes had long spaces between transitions due to strings of ones beginning with a transition. These codes mainly being from the railroad industry used a pulse for a zero and ending with a transition with nothing in between and no pulse for a one. This was alternately inverted for each one bit for our industry and became known as NRZI.

All of the data for drum memories, tape, and disc files used NRZI codes for many years. The data was assigned its position value by using clock tracks recorded on the tape or disc as a separate channel. When the tape skew or disc-head arm circumferential vibration increased such that it was no longer possible to correctly clock the data, it became necessary to clock with self clocking codes. In Fig. 12.1 we illustrate the RZ code (implemented inverted in order to be consistent with subsequent codes). In Fig. 12.2 we show NRZI for the same data pattern. Also included is a typical read linear waveform. A variation of the NRZI is the inclusion of a ninth bit for byte identity which was subsequently used in the 2305 drum file to make the code "self clocking." This is shown in Fig. 12.3.

The self clocking codes were essentially Frequency Modulation codes. More correctly Pulse Position Modulation that used only two positions. The four codes were subdivided into several types. The first, F.M., consisted of always writing a clock transition at the bit cell boundary then if the data
FIG 12.1
RZ CODE, DATA, WRITE, READ. 1(0, ∞)

FIG 12.2
NRZI CODE, DATA, WRITE, READ. 1(0, ∞)
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FIG 12.3
MODIFIED NRZI CODE, SHOWING DATA, SYNC CELLS 
\( \frac{8}{9} (0, 8) \)

FIG 12.4
FM CODE, CODED, DATA, WRITE, READ \( \frac{1}{2}(0, 1) \)
requires it a transition at the cell center for a one bit. Thus, there were twice as many transitions for an all one pattern as there were for NRZI, but it was self clocking. Because of this density increase, the early machine that used this code operated in Region 3 of the B.P.I. curve. Fig. 12.4 shows a typical pattern. In Fig. 12.5, we show the PM or Phase Modulation code. It also required the same density as FM, but it differed in that they recorded the zero bits as well. The direction of the read back pulse was always of the same polarity for a one bit and the opposite for a zero bit. In the event two bits of the same value followed together, the code required that a middle transition be recorded to return the flux phase such that the second bit could be recorded in its proper direction. It is easily seen that now we have clock bits added that can have either polarity. These extra transitions occur at the cell boundary and therefore, require the same clock decoding as FM codes and hence, the same recording density increase. It was then determined that there were other self clocking codes that could be developed that only required the standard one for one density. The first of these were the Modified FM codes. These were first invented by Mr. W. Pouliart et al in 1954 and subsequently reinvented in a slightly different form by Mr. A. Miller, Mr. W. Woo, and again by Mr. Jacoby.

The basic code is shown in Fig. 12.6 wherein a set of rules were established for writing. The first rule was: All data bit ones are recorded. The second was that a clock transition will be written at the cell boundary only if there was a data zero in the preceding and following data cell. This latter requirement is mixed up in some subsequent literature. A variation of the MFM code is the M²FM and there are several of them. One has the following set of rules. Write all data ones. Second--write a clock transition at the cell boundary only if there are two cells containing zeros
FIG 12.5

PM CODE DATA, ENCODED, IWRITE, VREAD, VALUE: $\frac{1}{2}(0, 1)$

FIG 12.6

MFM CODE DATA, ENCODED, IWRITE, VREAD HIGH RESOLUTION

FIG 12.7

M2FM CODE DATA, ENCODED, IWRITE, VREAD $\frac{1}{2}(1, 7)$
on either side, see Fig. 12.7. There is a benefit to this that is not as obvious. Back with the FM code it can be seen that for a data stream containing ones and zeros when encoded, the 'one' bits are always bounded by clock bits and will, therefore, have some symmetrical interference which results in small peak position shift. The clock transitions on the other hand have no such symmetry and will therefore exhibit severe bit shift especially in Region 3. This fact was taken advantage of in early machines by using an unsymmetrical window, 40% for the data ones, which are shifted least, and 60% for clocks, which are shifted most, Fig. 12.8. Now with M^2FM, a similar condition occurs. The data, which is always written, has the highest density, therefore, will be shifted most. The clock transitions, however, are always spaced a minimum of two cell times away from its neighbour, therefore, suffers the least shift. Therefore, a window of 60% or thereabouts, Fig. 12.9, is assigned to the data ones and a 40% window assigned to the clock. This is a real advantage and similar codes are presently used in the floppy disc market.

The next codes are the group codes or substitution codes so named because a group of input is encoded into a differing group for recording. During Read, the process is reversed. There is a huge variety of these codes. The first assembly of order into the growing literature on these codes came with an article by A. Patel in the IBM Journal, July 1975, page 366, and quoted in Computer Design, August 1976, page 85. Here Mr. Patel introduced a symbology that can be used to describe all codes, although not uniquely. The input data may be introduced as either one bit at a time or may, depending on the code, be in groups. The number of input bits in the group is m, and may range from one to m bits. The second part is the number of cells in which the number of input bits may be assigned values. This number is designated as n, and may range from one to n. These two numbers are expressed
as a fraction, thus, two input bits may be assigned into four cell positions and will, therefore, be designated

\[ \frac{m}{n} = \frac{2}{4} = \frac{1}{2} \]  

(EQ 12.1)

The remaining code designations refer to the minimum and maximum run length of zeros. The minimum number of zeros is designated as \( d \), and the maximum number of zeros is \( k \), thus any code can be described

\[ \frac{m}{n} (d,k) \]  

(EQ 12.2)

To see how we use this designation, let us try it on several of the codes we have previously introduced. Our NRZI code can be written

\[ \frac{m}{n} (d,k) = 1 (0,\infty) \]  

(EQ 12.3)

where \( m=1, n=1 \) meaning that for every input bit there is a unique cell assigned. \( d \) is zero meaning that each cell can have a one bit, and \( k=\infty \) indicates that an all zero record can be written without any transitions. The code similar to NRZI where a ninth sync bit is added for every eight bits can be written

\[ \frac{m}{n} (d,k) = \frac{8}{9} (0,8) \]  

(EQ 12.4)

which would be easier to handle thru the amplifiers. The FM code would be

\[ \frac{m}{n} (d,k) = \frac{1}{2} (0,1) \]  

(EQ 12.5)

meaning that there are two cell positions for every input data. Each cell can be filled and only one cell in a row may be left zero.

The PM code is designated the same. For this reason we still need further description to identify any particular code. The MFM code is written

\[ \frac{m}{n} (d,k) = \frac{1}{2} (1,3) \]  

(EQ 12.6)

where any bit is associated with two cell positions, one of which must be left
zero with no more than three cells in a row left zero. The version of \( M^2FM \) described earlier can be written

\[
\frac{m}{n} (d,k) = \frac{1}{2} (1,7)
\]

EQ 12.7

The \( \frac{m}{n} \) and \( d \) are the same as in EQ 12.6, but the \( k=7 \) comes from the sequence \( 1c0c0c0c \)

There are several advantages for using codes. Some, as was Mr. A. Patel's, designed to minimize the dc content of the code in order to write through a transformer of a rotating head system. Others are designed to maximize the amount of data stored for a given transition density or to ensure readability such as self clocking codes.

Another distinct difference in codes may be the rule by which they were written although observing the recorded waveform it would be impossible to tell them apart. For example, the FM code can be designated as the following.

Write all input ones at the cell boundary and write all clocks mid cell. The second may be written. Write all input ones at the cell center and write all clocks at the cell boundary. Unless the observer knew the phase of the writing circuits, he could not tell them apart, yet they are distinct and different.

For MFM there are eight separate encoding rules that produce the same recorded result. It is interesting to note that three of them have been patented and a fourth cannot as it is now in the public domain. They are:

1) Write all one bits at the cell center, write a clock bit at the leading boundary of the cell if preceded and followed by a zero. 2) Write all one bits at the cell center, suppress all clock bits at the leading boundary of a cell except those preceded and followed by a zero. 3) Write all one bits at the leading boundary of a cell, write a clock bit at the cell center if preceded and followed by a zero. 4) Write all one bits at the leading
boundary of a cell, suppress all clock bits at the cell center except those preceded and followed by a zero, and so on as the boundary is changed to the trailing boundary instead of the leading boundary.

The group codes differ in that they are substitution codes with sometimes very elaborate rules as to run length. The most familiar of these is the GCR code, or Group Coded Recording, used in the tape industry

\[
\frac{m}{n} (d,k) = \frac{4}{5} (0,2)
\]

EQ 12.8

The code conversion is listed in Table 12.1 below

<table>
<thead>
<tr>
<th>TABLE 12.1 GCR CODE</th>
<th>Data Value</th>
<th>Recorded</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>11001</td>
<td></td>
</tr>
<tr>
<td>0001</td>
<td>11011</td>
<td></td>
</tr>
<tr>
<td>0010</td>
<td>10010</td>
<td></td>
</tr>
<tr>
<td>0011</td>
<td>10011</td>
<td></td>
</tr>
<tr>
<td>0100</td>
<td>11101</td>
<td></td>
</tr>
<tr>
<td>0101</td>
<td>10101</td>
<td></td>
</tr>
<tr>
<td>0110</td>
<td>10110</td>
<td></td>
</tr>
<tr>
<td>0111</td>
<td>10111</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>11010</td>
<td></td>
</tr>
<tr>
<td>1001</td>
<td>01001</td>
<td></td>
</tr>
<tr>
<td>1010</td>
<td>01010</td>
<td></td>
</tr>
<tr>
<td>1011</td>
<td>01011</td>
<td></td>
</tr>
<tr>
<td>1100</td>
<td>11110</td>
<td></td>
</tr>
<tr>
<td>1101</td>
<td>01101</td>
<td></td>
</tr>
<tr>
<td>1110</td>
<td>01110</td>
<td></td>
</tr>
<tr>
<td>1111</td>
<td>01111</td>
<td></td>
</tr>
</tbody>
</table>
should introduce a third measure for a code. This is the Density Ratio where

\[ Dr = \frac{\text{Data Density}}{\text{Maxtransition Density}} = \frac{T_{\min}}{T} = \frac{m}{n} (d + 1) \]

EQ 12.9

r the codes we have introduced, we can tabulate the various parameters for comparison. (see table 12.2)

<table>
<thead>
<tr>
<th>Code</th>
<th>m</th>
<th>n</th>
<th>d</th>
<th>k</th>
<th>Dr</th>
<th>( \frac{m}{n} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRZI</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>( \infty )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>FM</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>PM</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>MFM</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>GCR</td>
<td>4</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>3PM</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>11</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>2/3(1,7)</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>7</td>
<td>1.333</td>
<td>.6666</td>
</tr>
<tr>
<td>1/2(2,7)</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>1.5</td>
<td>.5</td>
</tr>
</tbody>
</table>

Now one of the purposes of using codes is to increase the information content for the same number of transitions. As can be seen in Table 12.2, Dr, the density ratio is one or less for the first five codes listed. Mr. G. Jacoby published a code in 1977 that allows an increase of 50% or a Dr of 1.5. He called it 3PM. It limited the minimum number of zeros to two in order to reduce the transition density. With this code, he substituted a 6 cell "word" for a three bit data input. Keeping the restriction of \( \text{maximum} \) number of zeros, created a number of inconsistencies that occur as data are preceded or followed by certain patterns that would violate the rule of a two zero \( \text{maximum} \). These he solved with alternate patterns. The listing is given in Table 12.3
as taken from his paper.

### TABLE 12.3 3PM CODE

<table>
<thead>
<tr>
<th>Input</th>
<th>Adjacent Word Influence</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Preceding</td>
<td>Following</td>
</tr>
<tr>
<td>000</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>000</td>
<td>X</td>
<td>+</td>
</tr>
<tr>
<td>001</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>010</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>011</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>011</td>
<td>X</td>
<td>+</td>
</tr>
<tr>
<td>100</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>101</td>
<td>0</td>
<td>X</td>
</tr>
<tr>
<td>101</td>
<td>+</td>
<td>X</td>
</tr>
<tr>
<td>110</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>110</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>111</td>
<td>0</td>
<td>X</td>
</tr>
<tr>
<td>111</td>
<td>+</td>
<td>X</td>
</tr>
</tbody>
</table>

where + = influence, 0 = no influence, X = don't care, and $p'_6$ is the previous word's $P_6$ as altered for this word. For a further explanation, see the paper entitled "A New Look Ahead Code for Increased Data Density" GV Jacoby. IEEE Sept Proceedings on Magnetics 1977, vol 13, No 5, p 1202. Another code that is useful is designated as (Newman, Fisher)

$$\frac{m}{n} (d,K) = \frac{2}{3} (1,7)$$

EQ 12.10
which allows an increase of one-third in density, $D_r = 1.3333$. Again it is a substitution code with changes depending on adjacent word interference that would alter the minimum run length. The changes are implemented by accepting four input bits at a time instead of the usual two bits and encoding them uniquely.

TABLE 12.4

<table>
<thead>
<tr>
<th>DATA</th>
<th>CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOW</td>
<td>FUTURE</td>
</tr>
<tr>
<td>00</td>
<td>00</td>
</tr>
<tr>
<td>00</td>
<td>01</td>
</tr>
<tr>
<td>00</td>
<td>10</td>
</tr>
<tr>
<td>00</td>
<td>11</td>
</tr>
<tr>
<td>01</td>
<td>00</td>
</tr>
<tr>
<td>01</td>
<td>01</td>
</tr>
<tr>
<td>01</td>
<td>10</td>
</tr>
<tr>
<td>01</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>00</td>
</tr>
<tr>
<td>10</td>
<td>01</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>00</td>
</tr>
<tr>
<td>11</td>
<td>01</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

2/3 $(1,7)$ code  
$(X = \text{don't care})$
The first IBM disc drive to use a group code was the 3370. This code is designated as

$$\frac{m}{n} (d,k) = \frac{1}{2} (2,7)$$

EQ 12.11

The code compression Dr = \(\frac{3}{2} = 1.5\). To utilize the code, input data may be accepted 2, 3, or 4 bits at a time depending on the content. All possible combinations can be made up from those listed in Table 12.5. This code is attributed to Mr. Franazek of IBM.

**TABLE 12.5**

<table>
<thead>
<tr>
<th>DATA</th>
<th>CODE</th>
<th>AB</th>
<th>AB</th>
<th>AB</th>
<th>AB</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>01</td>
<td>00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>010</td>
<td>10</td>
<td>01</td>
<td>00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0010</td>
<td>00</td>
<td>10</td>
<td>01</td>
<td>00</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>011</td>
<td>00</td>
<td>10</td>
<td>00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0011</td>
<td>00</td>
<td>00</td>
<td>10</td>
<td>00</td>
<td></td>
</tr>
<tr>
<td>000</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1/2 (2,7) code

As there are so many codes possible of both the block and the merging types, we will not cover the remainder, but will simply give some equations that when solved will describe some of them. These equations were described by Dr. T. Campbell. The number of code words, \(C_w(n,d)\), is given by

$$C_w(n,d) = \sum_{i=1}^{R_{max}} \frac{(n-di)!}{i!(n-(d+1)i)!}$$

EQ 12.12

where \(R_{max} \leq \frac{n}{d+1}\)
also \( m \leq \log_2 \{cw(n,d)\} \) \( \text{EQ 12.13} \)

for conventional Block codes. When merging is allowed, as with the 3PM codes, the following is given for cases where \( d \geq 2 \)

\[
Cw'(n,d) = \sum_{j=0}^{R'} \frac{(n-d-dj)!}{j!(n-d-(d+1)j)!}
\]  

\( \text{EQ 12.14} \)

where \( R' \leq \frac{n-d}{d+1} \)

Precompensation

We first introduced this subject block in Chapter 5. Basically it consists of deliberately writing a transition such that the resultant movement of the peak due to superposition or pulse interference will move the peak back to its 'on time' position. Thus, if pulse interference makes a pulse peak late that transition is deliberately written early such that the resultant peak shift places the peak at its true unshifted position. It has been shown that the worst peak shift occurs for two adjacent transitions with no transitions on either side. If we wrote two transitions \( T \) seconds apart and we measured the time between the two resultant peaks as \( 1.2 T \), then the peak shift of each transition is \( 0.1T \). In order to correctly write the two transitions, the first has to be written late by greater than \( 0.1T \) and the second has to be written early by greater than \( 0.1T \). This is because when the early and late transitions are written at \( .8333T \), the pulses are closer together and their pulse interference produces a peak timing of greater than \( T \). The process is an iterative one and is best calculated using about 10% greater shift than predicted for the plus and minus Precompensation, then recalculate the predicted peak separation. We left this subject to this chapter because we now have an understanding of the clocking effects of the window allowed and the need to minimize the movement of a pulse so as to keep it in its assigned window. Further, the implementation...
Fig 12.8  F.M. WINDOW UNSYMMETRY

Fig 12.9  $m^2$ F.M. WINDOW UNSYMMETRY

Fig 12.10  PEAK SHIFT DUE TO PULSE INTERACTION

Fig 12.11  
A = WRITE ON TIME  
B = READ BACK SHIFTED  
C = WRITE PRE COMPENSATED  
D = READ BACK NEARLY ON TIME

Fig 12.12  NRZI ENCODER

Fig 12.13  F.M. ENCODER
is best incorporated in the encoder circuitry. See Fig. 12.10 and 12.11.

Sometimes a particular code cannot be optimized for peak shift with only a single value of plus and minus Precompensation. Certain patterns may produce a lessor amount of peak shift that would be overcompensated if the single value were used. It is therefore necessary to install a multi level Precompensation depending on the signal degradation and the degree of window margin allowed. This is calculated the same way as before using the new peak separation values.

CIRCUITS

We might profitably consider a few encoding circuits recognizing that the decode is just the opposite.

NRZI

The NRZI encoders are trivial being only single 'and' gate as shown in Fig. 12.12. Driving the required FF to produce the current reversals for each bit, hence the need to 'and' the write clock to produce RZ code first. The decode is shown in Fig. 11.45B of the previous chapter.

FREQUENCY MODULATION

To encode NRZ data into FM for writing requires the use of a phase switch as well as the write clock to produce the write current reversals. The rule is, write all clocks, C, and write all, 1. The decoder is the same as Fig. 11.44. To add Precompensation requires a memory shift register in order to look ahead and behind the data being written. We can write a truth table to indicate the shift direction, but as the previous transition and the following transition will always be a clock bit; the data will be bounded and will not shift. The clocks, however, will shift, therefore, our table is simple.
FIG 12.14
F. M. ENCODER WITH PRE COMPENSATION

FIG 12.15 P. M ENCODED SEQUENCE

FIG 12.16 PHASE MODULATION ENCODER
TABLE 12.6

<table>
<thead>
<tr>
<th>NOW</th>
<th>FUTURE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Early</td>
<td>1 C 1 Late Clock on Time</td>
</tr>
<tr>
<td>1 C 0</td>
<td>Clock Early</td>
</tr>
<tr>
<td>0 C 1</td>
<td>Clock Late</td>
</tr>
<tr>
<td>0 C 0</td>
<td>Clock on Time</td>
</tr>
</tbody>
</table>

Clock on time = A·B + Ā·B
Clock Early = A·B
Clock Late = Ā·B

This is implemented in Fig. 12.14. Note that the and gates must have the same propagation delay or unwanted shift will alter the data timing. The data bit A is written first on time followed by the clock bit, then the register shifts and repeats.

PHASE MODULATION

Implementing straight Phase Modulation requires truth tables in order to anticipate the phase reversals required for the clock bit which can have either polarity. This can be implemented with a J.K.-F.F. Refer to Fig. 12.15 and table 12.7. The sequence is shift-data-clock-shift.

\[ J = \bar{Q}_1 \bar{Q}_2 \bar{I}F + Q_1 \bar{Q}_2 \bar{I}F + Q_1 Q_2 \bar{I}F \]
\[ K = \bar{Q}_1 \bar{Q}_2 \bar{I}F + \bar{Q}_1 Q_2 \bar{I}F + Q_1 Q_2 \bar{I}F \]
TABLE 12.7

<table>
<thead>
<tr>
<th>NOW</th>
<th>PAST</th>
<th>JF</th>
<th>J</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ J = Q_1 JF + Q_1 \bar{Q}_2 JF \]
\[ K = Q_1 \bar{Q}_2 JF + \bar{Q}_1 JF \]

All this can be implemented as shown in Fig. 12.16. The decode of phase modulation uses a slightly different detector than we have used in the past. Depending on the resolution, where we do not need a gate generator, the circuit used for a split Bi Directional Single Shot will suffice directly out of the differentiated and limited signal. If a gate generator is used, then the split Bi Directional Single Shot is the last block. The phasing must be compatible (+ = 1) because the zeros are really superfluous; we could ignore them and just use the ones or we could use them and repeat the circuitry. Let's do the later as an exercise. To provide Precompensation for P.M., we again need a truth table only this time we need to look at four levels to anticipate the peak shift. The sequence is shift-data-clock-shift.
Table 12.8

<table>
<thead>
<tr>
<th>Past</th>
<th>Now</th>
<th>Clock</th>
<th>Future</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>↓</td>
<td>C</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

\[ J = \overline{A} \overline{B} \overline{C} 1F + \overline{A} B \overline{C} 1F + \overline{A} B C 1F + \]
\[ + A \overline{B} \overline{C} 1F + A B \overline{C} 1F + A B C 1F \]
\[ \text{EQ 12.18} \]

\[ K = \overline{A} \overline{B} \overline{C} 1F + \overline{A} B \overline{C} 1F + \overline{A} B C 1F + \]
\[ + A \overline{B} \overline{C} 1F + A B \overline{C} 1F + A B C \overline{1}F \]
\[ \text{EQ 12.19} \]
FIG 12.17A  REGION 3 DETECTOR REVISION FOR PHASE MODULATED SIGNALS

FIG 12.17B  REGION 1 or 2 DETECTOR REVISION FOR PHASE MODULATED SIGNALS

FIG 12.18  PHASE MODULATION DECODER
The decode of these Veich diagrams is as follows:

\[ J = B \cdot \overline{1F} + \overline{B} \cdot \overline{C} \overline{1F} \]  

\[ K = \overline{B} \cdot \overline{1F} + B \cdot C \overline{1F} \]  

\[ \text{On Time} = \overline{B} \cdot \overline{C} \overline{1F} + \overline{A} \cdot C \overline{1F} + A \cdot C \overline{1F} + B \cdot C \overline{1F} \]  

\[ \text{Early} = \overline{A} \cdot B \cdot C \overline{1F} + A \cdot B \cdot C \overline{1F} \]  

\[ \text{Late} = \overline{A} \cdot B \cdot C \overline{1F} + \overline{A} \cdot B \cdot \overline{C} \overline{1F} \]  

The implementation is shown in Fig. 12.19. Great care should be used to control the logic delays in the clock paths to prevent timing problems.
FIG 12.19

PHASE MODULATION ENCODER WITH PRE COMPENSATION
With this code we need to know the past and future data, therefore, we need a three level truth table.

### Table 12.9

<table>
<thead>
<tr>
<th>PAST A</th>
<th>CLOCK B</th>
<th>FUTURE C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The decode is clocks = \( \bar{A} \bar{B} \), data = B. Therefore, we can delete the C FF or "future" and deal only with the past and present. The sequence is shift, clock, data, shift. The implementation is given in Fig. 12.20. Note that the set up and timing paths prevent unequal logic delays from hurting bit timing. To add precompensation, we require a four level truth table (Table 12.10). We will shift-data-clock-shift.
FIG 12.20 M.F.M ENCODER

FIG 12.21 M.F.M ENCODER WITH PRE COMP. (3 LEVEL)
### TABLE 12.10

<table>
<thead>
<tr>
<th>PAST A</th>
<th>NOW B</th>
<th>CLOCK C</th>
<th>FUTURE D</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>15</td>
</tr>
</tbody>
</table>

- clock OT = $ABC + ABD = 0 + 9$  
  \[ \text{EQ 12.28} \]

- clock early = $ABC = 1$  
  \[ \text{EQ 12.29} \]

- clock late = $ABC = 8$  
  \[ \text{EQ 12.30} \]

- data OT = $ABC + ABC + ABC + ABC = 4 + 5 + 14 + 15$  
  \[ \text{EQ 12.31} \]

- data early = $ABC + ABC = 12 + 13$  
  \[ \text{EQ 12.32} \]

- data late = $ABC + ABC = 6 + 7$  
  \[ \text{EQ 12.33} \]
that is a lot of logic, therefore, we could do an intermediate step that addresses only on time, early, and late with a gate for data or clocks. Data becomes B and clocks B C, therefore, the enable is B·1F + C·B·1F

On time is = \( \bar{A} \bar{B} \bar{C} \bar{D} + A \bar{B} \bar{C} D + \bar{A} \bar{B} \bar{C} \bar{D} + A \bar{B} C \bar{D} + A B C D \)  

EQ 12.34

Early = \( \bar{A} B \bar{C} D + \bar{A} B \bar{C} D + A B C D \)  

EQ 12.35

Late = \( A \bar{B} \bar{C} D + A \bar{B} C \bar{D} + A B C D \)  

EQ 12.36

\[ \begin{array}{c|c|c|c|c|c|c|c|c} \hline \text{Early} & \text{Late} & \text{Enable} \rule{0pt}{2.2ex} \\ \hline \text{Early} & \text{Late} \rule{0pt}{2.2ex} \\ \hline \end{array} \]

![Diagram](image)

This is still a lot of decode. We could assign a two level state to each such as 1 = late, 2 = early, and 3 = on time.

\[ 2^o = \text{late} + \text{on time} \]

\[ 2' = \text{early} + \text{on time} \]
\[
2^\circ = BC + \overline{AB} + ABC + \overline{ACD}
\]

\[
2' = AB + \overline{CD} + \overline{AC}
\]

which is much easier. This can be implemented with a four line multiplexer.
We might profitably study five level Precompensation. As can be imagined, the decode is a little more difficult. We will base the decode on two levels of early and late. A 0110 pattern gives the greatest peak shift \( L^2, E^2 \) and a 01110 lessor \( L, E \). We will again follow the shift-data-clock-shift sequence.

**TABLE 12.12**

<table>
<thead>
<tr>
<th>early</th>
<th>Past</th>
<th>Now</th>
<th>Future</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td>0 0 0 0 0 0</td>
<td>C</td>
<td>OT 7</td>
<td>1 0 0 0 0</td>
</tr>
<tr>
<td>0 0 0 0 0 1</td>
<td>C</td>
<td>E 1</td>
<td>1 0 0 0 1</td>
</tr>
<tr>
<td>0 0 0 0 1 0</td>
<td>-</td>
<td>-</td>
<td>1 0 0 1 0</td>
</tr>
<tr>
<td>0 0 0 0 1 1</td>
<td>-</td>
<td>-</td>
<td>1 0 0 1 1</td>
</tr>
<tr>
<td>0 0 0 1 0 0</td>
<td>D</td>
<td>OT 7</td>
<td>1 0 1 0 0</td>
</tr>
<tr>
<td>0 0 0 1 0 1</td>
<td>D</td>
<td>OT 7</td>
<td>1 0 1 0 1</td>
</tr>
<tr>
<td>0 0 0 1 1 0</td>
<td>D</td>
<td>L 2 6</td>
<td>1 0 1 1 0</td>
</tr>
<tr>
<td>0 0 0 1 1 1</td>
<td>D</td>
<td>L 2 2</td>
<td>1 0 1 1 1</td>
</tr>
<tr>
<td>0 1 0 0 0 0</td>
<td>C</td>
<td>L 2 2</td>
<td>1 1 0 0 0</td>
</tr>
<tr>
<td>0 1 0 0 0 1</td>
<td>C</td>
<td>OT 7</td>
<td>1 1 0 0 1</td>
</tr>
<tr>
<td>0 1 0 1 1 0</td>
<td>-</td>
<td>-</td>
<td>1 1 0 1 0</td>
</tr>
<tr>
<td>0 1 0 1 1 1</td>
<td>-</td>
<td>-</td>
<td>1 1 0 1 1</td>
</tr>
<tr>
<td>0 1 1 0 0 0</td>
<td>D</td>
<td>E 2 3</td>
<td>1 1 1 0 0</td>
</tr>
<tr>
<td>0 1 1 0 0 1</td>
<td>D</td>
<td>E 2 3</td>
<td>1 1 1 0 1</td>
</tr>
<tr>
<td>0 1 1 1 1 0</td>
<td>D</td>
<td>OT 7</td>
<td>1 1 1 1 0</td>
</tr>
<tr>
<td>0 1 1 1 1 1</td>
<td>D</td>
<td>OT 7</td>
<td>1 1 1 1 1</td>
</tr>
</tbody>
</table>

The number conversion idea will help reduce the logic, therefore, we will make a new table, 12.13.
Early Late Early\(^2\) Late\(^2\) On Time

In write the boolean equation for each condition

\[ ABCDE + ABCDE + ABCDE + ABCDE + ABCDE + ABCDE + ABCDE \]
\[ ABCDE + ABCDE + ABCDE + ABCDE + ABCDE = 111 \quad \text{EQ 12.38} \]

\[ ABCDE + ABCDE = 110 \quad \text{EQ 12.39} \]

\[ ABCDE + ABCDE + ABCDE = 011 \quad \text{EQ 12.40} \]

\[ ABCDE + ABCDE + ABCDE + ABCDE = 010 \quad \text{EQ 12.41} \]

\[ ABCDE + ABCDE + ABCDE = 001 \quad \text{EQ 12.42} \]

With we can write the equations for the bits as a function of powers of 2.

\[ \begin{align*}
2 &= 7 + 3 + 1 \\
1 &= 7 + 6 + 3 + 2 \\
2 &= 7 + 6 \quad \text{EQ 12.43}
\end{align*} \]
The Veich Diagrams are as follows:

\[ 2^0 = \bar{E} \cdot \bar{B} \cdot \bar{D} + E \cdot \bar{B} \cdot \bar{D} + \bar{E} \cdot \bar{B} \cdot \bar{D} \]

\[ 2' = \bar{E} \cdot \bar{B} \cdot \bar{C} + C \cdot D + E \cdot \bar{B} \cdot \bar{C} + D \cdot E \]

\[ 2^2 = \bar{E} \cdot \bar{B} \cdot C + D \cdot E \cdot \bar{B} \cdot \bar{C} + D \cdot E \cdot \bar{B} \cdot \bar{C} + D \cdot \bar{E} \cdot \bar{B} \cdot \bar{C} \]

The boolean reduction of these are given below

\[ 2^0 = \bar{E}(B\bar{C} + \bar{B}\bar{D}) + E(\bar{D} + B\bar{C}) = BC + \bar{E}BD + E\bar{D} \quad \text{EQ 12.44} \]

\[ 2' = \bar{E}(\bar{C}D + \bar{B}C + \bar{A}C + CD) + E(CD + \bar{A}C + \bar{A}BD + BCD) \]
\[ = \bar{E}CD + \bar{E}BC + \bar{A}C + CD + \bar{E}ABD + EBCD \quad \text{EQ 12.45} \]

\[ 2^2 = \bar{E}(\bar{B}\bar{D} + CD) + E(\bar{B}CD + BCD + BCD) \]
\[ = \bar{E}BD + \bar{E}CD + EBCD + EBCD + EBCD \quad \text{EQ 12.46} \]

Enable = \( ^\prime \)FC + BD\( ^\prime \F \) \quad \text{EQ 12.47}

These three inputs can be fed into a multiplexer together with the appropriate delayed 2F clock pulses as shown in Fig. 12.22.
M.F.M. ENCODER WITH 5 LEVEL PRE COMPENSATION E¹, E, O¹, L, L¹

FIG 12-22
Timing considerations may require the four input gates to be clocked into a register before application to the multiplexer. As the enable conditions are unique or in other words require separate clock and date pulses, the phasing must be considered and is shown included.

We will next discuss the implementation of one of the group codes. As there are several ways of doing this, we will discuss the full logic approach as it is the most complex. The other approaches use memory look-up tables and micro processors. These will be left to the designers as they are much easier to implement. We will choose a 2/3 (1,7) code as one example. The nature of this code requires two input data bits to be encoded into three cells. the conditions are satisfied by developing a table of assigned values.

TABLE 12.13

| 00 = 001 |
| 01 = 010 |
| 10 = 100 |
| 11 = 101 |

Now we can easily see that if we had a sequence 0010 we would write 001100 which violates the requirement of one zero between transitions, 2/3 (1,7), therefore, we must make a new table that assigns an alternate 000 symbol to be substituted where necessary. This alternate symbol can be called into use if the next two bits require it. When making the table, the time sequence of the bits and the code must be kept in mind as the following implementation requires correct sequencing.
Now if we examine the substituted code, we see that the widest spacing between transitions is for the data sequence 0011,1110 which is written as 010000000100 which gives 7 zeros in a row maximum, hence, 7 in the code description 2/3 (1,7). When the code is implemented, the upcoming data is examined to see if a substitution is required. If so, then all four input bits are taken and written
Cell 1 = AC + AD + AB
Cell 2 = AB + ACD
Cell 3 = ABC + ABD + ABD + ABC

The conditions for taking four input bits instead of two are given in EQ 12.53.

Four = ABCD + ABCD + ABCD + ABCD

EQ 12.53

This can be fed into a down counter set lines to generate an overflow pulse that occurs every 2 or 4 bits (Set 1 or Set 3). The overflow pulse can load a six bit shift register for the output cell information. The NRZ to RZ encoder is added at the output of the 6 bit shift register followed by the write current reversal FF. The entire implementation is shown in Fig. 12.23. The Read Decoder is implemented following the NRZ output of the Read Detector. If we refer to Table 12.15, we can write the equations for decoding the data. We will write it in Octal to save space.

A = 1 + 5 + 1.0

EQ 12.55
If we look at the Binary written code transition cells, 5 and 6 are always zero, therefore, we only need to decode transition cells 4, 3, 2, and 1 for write purposes.

Cell 1 = \( A\overline{B}CD + A\overline{B}CD + A\overline{B}CD + A\overline{B}CD + A\overline{B}CD + A\overline{B}CD + A\overline{B}CD + A\overline{B}CD \)  
\[ \text{EQ 12.48} \]

Cell 2 = \( \overline{A}BCD + \overline{A}BCD + \overline{A}BCD + \overline{A}BCD + \overline{A}BCD \)  
\[ \text{EQ 12.49} \]

Cell 3 = \( \overline{A}BCD + \overline{A}BCD + \overline{A}BCD + \overline{A}BCD + \overline{A}BCD + A\overline{B}CD + ABCD \)  
\[ \text{EQ 12.50} \]

Cell 4 = \( ABCD + (\overline{A}BCD + \overline{A}BCD + \overline{A}BCD + \overline{A}BCD + \overline{A}BCD + A\overline{B}CD + ABCD + A\overline{B}CD + A\overline{B}CD + A\overline{B}CD) \)  
\[ \text{EQ 12.51} \]

of which the bracketed terms are redundant since that part is written separately as transition 1 of the next pair of input bits.

![Cells 1, 2, 3, 4](image)

from which we can reduce the conditions to the following
as six cells, if not, then only two bits are taken and the three cells written. Since the implementation will be done with shift registers, it might be profitable to rewrite the table in shift register form. This is given in Table 12.15.

**TABLE 12.15** \( \frac{2}{3} (1,7) \) Code in Shift Reg. Form

<table>
<thead>
<tr>
<th>BINARY</th>
<th>OCTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT DATA</td>
<td>WRITTEN CODE</td>
</tr>
<tr>
<td>DCBA</td>
<td>654 321</td>
</tr>
<tr>
<td>0000</td>
<td>XXX 100</td>
</tr>
<tr>
<td>1000</td>
<td>XXX 100</td>
</tr>
<tr>
<td>0100</td>
<td>000 100</td>
</tr>
<tr>
<td>1100</td>
<td>000 010</td>
</tr>
<tr>
<td>0010</td>
<td>XXX 010</td>
</tr>
<tr>
<td>1010</td>
<td>XXX 010</td>
</tr>
<tr>
<td>0110</td>
<td>XXX 010</td>
</tr>
<tr>
<td>1110</td>
<td>XXX 010</td>
</tr>
<tr>
<td>0001</td>
<td>XXX 001</td>
</tr>
<tr>
<td>1001</td>
<td>XXX 001</td>
</tr>
<tr>
<td>0101</td>
<td>XXX 001</td>
</tr>
<tr>
<td>1101</td>
<td>XXX 001</td>
</tr>
<tr>
<td>0011</td>
<td>XXX 101</td>
</tr>
<tr>
<td>1011</td>
<td>XXX 101</td>
</tr>
<tr>
<td>0111</td>
<td>001 000</td>
</tr>
<tr>
<td>1111</td>
<td>000 101</td>
</tr>
</tbody>
</table>
**Fig 12.23**

\( \frac{2}{3} (1, 7) \) WRITE ENCODER

**Fig 17.24**

\( \frac{2}{3} (1, 7) \) READ DECODER
\[ B = 2 + 5 + 1.0 \text{ with } (0.2 \text{ suppression)} \quad \text{EQ 12.56} \]

\[ C = 0.4 + 0.2 + 2 + 1 + 1.0 + 0.5 \quad \text{EQ 12.57} \]

\[ D = 4 + 0.2 + 2 + 1 + 5 + 0.5 \quad \text{EQ 12.58} \]

But since C and D are replaced in all except the double combinations, then we are free to ignore them or as redundant bits to reduce the logic.

\[ C = 0.4 + 0.2 + 1.0 + 0.5 \quad \text{EQ 12.59} \]

\[ D = 0.2 + 0.5 \quad \text{EQ 12.60} \]

Again, the 2 or 4 bit grouping is controlled by C or D which can activate the "B" bit of a down counter as before as we can keep track of the output decode. See Fig. 12.24. The decode itself is easily implemented by using two 3 line decoders as in Fig. 12.25.

The preceding logic implementation shows one way of generating the encoding or decoding logic. The method is straightforward and should be applicable for the run length limited codes regardless of the number of substitutions or conditions. In this code we had 2 levels meaning we had our information in either two or four bit byte. Therefore, \( \frac{m}{n} \) was either \( \frac{2}{3} \) or \( \frac{4}{6} \). As a contrast, the \( \frac{1}{2} \) (2,7) code presently used in the IBM 3370 is a three level code meaning \( \frac{m}{n} = \frac{1}{2}, \frac{2}{4}, \text{ or } \frac{3}{6} \).

The next consideration is the format or the preamble to the data. Notice that the decode on Read Back depends on the phase of the clocking circuits. It is imperative that only one of the 3 phases be used. This can be controlled...
FIG 12.25

\[ \frac{2}{3} (1, 7) \] DECODE USING 2-3 LINE DECODERS
by recording say all zero's meaning the transition will be 001001001 as a
time sequence for VFO sync. then we can follow up with a double character
such as 001000, which is line 3 of Table 12.15. When this pattern is recognized,
the count of the UP/DN counter can be set to five, thus, starting the decode
in the correct phase.

ERROR CORRECTING CODES

Ever since the IBM 3330, Disc Drive error correcting codes have been used
to detect errors and correct certain kinds of errors. These have become
necessary due to the media coating thickness reductions which allow pinholes
or small oxide conglomerates which cause missing or extra bits to disturb the
data. These codes usually are designed to detect error spreads greater than
the correctable spreads. For example, a code may be designed to correct 5
bits in length, but only detect 6 or greater. As might be expected, the ability
of the code to detect certain sequences of errors is limited, thus, it is
possible that certain sequences may be undetected. These are predictable
and a probability is assigned to this occurrence. It is not the intention
here to develop these codes or go into the math behind them. There is
considerable literature on this subject and the reader is referred to those
listed to start. The Fire, Hamming, Goppa, and Read Solomon codes have been
used for some time. These only correct single burst errors or errors occurring
over a short span. There are other codes that can correct multi-burst errors
meaning that groups of errors can occur in a single record separated by a
considerable number of bits. These are the interleaved BCH and RS codes. The
reader is referred to an invited paper presented by Dr. E.R. Berlekamp
FIG 12-26  A.C. BIAS WRITE WAVEFORMS
USED TO REDUCE THE P.W.50 OF THE
READ BACK PULSE
13. **RECORDING CHANNEL TESTING**

Following the design and implementation of a particular recording channel and head combination, the designer must prove his design can meet the machine specifications for error performance. Typically, a channel has been specified as contributing one error in \( y \times 10^2 \) bits transferred. Meaning that over a period of time the total number of bits in error divided by the total number of bits transferred during the Read mode becomes a measure of the channels performance. This may be designated for all heads and tracks (for disc files), using a random number generator for the head and track addresses, or it may just be the total sequential file. Usually the random access method is used as it affords the greatest sensitivity of the test, including both inner and outer tracks for all heads. In the past this number was obtained using brute force methods; in other words, actually transferring, say an order of magnitude greater number of bits and counting the errors. Games have been played by testers wherein they automatically add two bits of error to the total saying that statistically an error could have been made just before the test started and another just after the test finished. Also, only soft errors are counted. The hard errors are ignored. The definition of soft and hard errors is the subject of some controversy. Usually soft errors are designated as those errors which do not repeat at the same physical location either following a single write or allowing multiple write updates. The one used must be specified. Hard errors are the repeaters. These can be attributed to disc or media defects at a location designated by head number, track number, and bit count. The two types of errors are specified separately.
With the introduction of error correcting codes, the definition changed for the two types of errors. Soft errors are defined as correctable errors, or those that are within the error correcting codes capability to correct. Hard errors are designated as those that cannot be corrected, or that fall outside the codes correction capability. A third category then contains the media defects which are still not counted in the error performance but may be specified for the total machine. For example, a machine may have a specification that places a maximum on the number of defects allowed either by total machine, by surface, or by track, or some combination. Read errors are caused by the failure of the recorded transition, if it exists, to generate the correct output bit in the correct sequential time slot of a data stream. There are several mechanisms for this, the dominant ones being noise and interpulse interference or bit shift. Both of these were discussed in Chapter 4, particularly as shown in Figs. 4.11 a, b, and c. This, of course, is true only if the correct channel design has been made, including heads, amplifiers, filters, detector type, and the clocking circuit.

Following work done by Dr. E. Katz and later including Dr. T. Campbell, at Memorex, a method was disclosed that greatly reduced the time required to characterize a channel's error performance. This method permitted the separation of the two dominant error mechanisms for the first time, which permitted optimization of the various channel characteristics for best performance.

Obviously, brute force design and testing costs money, particularly if over design is used in one area in order to compensate for poor design in another. This is now unnecessary. Using a circuit designed by Mr. M. Monett, a curve generated that totally describes the error performance of a machine.
The curve has been designated as a Marginalized Variable Frequency Oscillator (MVFO) curve. This is an unfortunate choice, as the name really describes a totally different device; both devices will be discussed in this chapter. For want of a better name, we will designate the curve in question as a Quantified Phase Error Curve (QPEC). Basically, the curve is generated by plotting the total number of bits whose phase shift exceeds a set value, usually expressed in seconds, for a series of values. The reference phase is obtained from a phase locked loop with a low bandwidth. The logic output of the phase detector is compared to a chosen time delay. Any bit's phase shift, either up shift or down shift, that exceeds the chosen time delay, is counted on a counter for a given number of transferred bits. For short settings, a single revolution or a single record is used. For long settings, hundreds or thousands of revolutions of the disc are used, depending on the accuracy and sensitivity of the test. Fig. 13.1 illustrates a typical setup. The capacity of the counter is a factor in the choice of total transferred bits for any given setting.

Fig 13.1

Quantified Phase Error Detector Circuit
Notice that the early part of a record is blocked using "Data Valid." This is to ignore the excessive phase errors during lock up time at the beginning of the record format. Also the type of phase detector used determines the block designated as an "or" following the phase detectors. For simple phase detectors, or non-harmonic phase detectors, as shown in Fig. 11.14A, the circuit shown is adequate. Care must be taken in allowing for "D" setup time in the output block. For harmonic phase detectors, where the up and down errors are turned on simultaneously, an "exclusive or" must replace the "or." Then the difference between the two is fed to the delay line and "D" flip flop. The operation of the two versions is illustrated in Fig. 13.2a and 13.2b.

![Typical Non-Harmonic Ø Error Discriminator Waveforms](image1)

![Typical Harmonic Ø Error Discriminator Waveforms](image2)

A typical plot can be made as a function of the total number of pulses out divided by the total number of transitions recorded vs. the delay line setting. Obviously at the Qns setting, almost all transitions recorded exceed the setting. There are several features of this curve that depend on the bit pattern, the resolution, and the system noise. It is usual to use the bit pattern that provides the greatest amount of
PULSE INTERFERENCE OR BIT SHIFT. This is the repetitive doublet pattern where two transitions follow at the minimum spacing with at least one zero between the doublets. Usually a single zero or non-transition suffices, depending on the pulse interaction. When counting the number of bits transferred, one must only count the transitions and relate those through the code used. For example, the MFM code is designated as \( \frac{1}{2}(1,3) \). The maximum doublet pattern would give transitions for every 3 bits transferred: \( \underbrace{123}_{0} \underbrace{123}_{0} \). The actual cell content on the disc would be \( c0c1c1c0c \), or 2 transitions for 6 cells. Since there are 2 cells per bit transferred, the 6 is divided by 2 to give the 3 for 2/3 track capacity; or for \( 10^5 \) bits track capacity, we will have \( 6.66 \times 10^4 \) transitions recorded. For a different code, such as the 2/3 \((1,7)\) code, we take two data bits and occupy 3 cells. There must be one vacant cell between transitions, therefore, to get the minimum doublet patterns we must have four data bits transferred per two transitions: \( 101000101000 \) for \( \frac{1}{2} \) track capacity. For example, if the track held \( 10^5 \) bits of data, there would only be \( 5 \times 10^4 \) transitions recorded. If we look at Fig. 13.3 again we see that the line for the single frequency is a single slope, whereas in the doublet case it is forced over but the slope is the same. What we see here is the predicted bit shift of the doublet. The corner of the curve is located at the superposition caused bit shift value. The slope is a direct function of the channel signal to noise ratio, meaning the head, electronics, and disc noise plus signal to the head, electronics, and disc noise. Notice that such a plot is totally representative of the entire recording channel and, hence, becomes a measure of the error performance of that head disc combination. The intersection of the curve at the time value equal to the one half of the cell window width, \( W_{\frac{1}{2}} \), gives the error performance. In the figure, that is \( 10^{-10} \) for the maximum doublet, or worse case pattern. In order to save time,
$10^{10}$ bits need not be transferred. The slope of the curve can just be extended from some lesser value to the $10^{-10}$ level as the curve in this region is a straight line.

Now we have a tool for measuring the performance of a channel we need only find the worst head and the worst media acceptable under the specifications, plot their QPEC curve to obtain the minimum machine performance for on track conditions. Similarly, we could do the same for the off track conditions at the normal 5 psychometric corners of temperature and humidity and power supply variations to predict the worst machine performance. Obviously, if the results are unsatisfactory, then the specifications need to be tightened for some parameter or component until the performance specification is met. This is much simpler than in the past.

While we are discussing specifications, we need to discuss the head and disc/media. Of the many head parameters that can be measured several stand out as being meaningful. These were all discussed in Chapter 4. Of the electrical parameters, amplitudes of the frequency extremes, resolution, and write over are the most significant. It is interesting to note that as amplitude increases, poor resolution can be accepted for the same error performance. This is predicted from the relationships of the QPEC curve. The better amplitude results in a better S/N ratio which means a steeper slope, while a poorer resolution results in a further shift of the corner to the right. With the intercept point fixed at $10^{-10}$ and W/2, then various combinations of amplitude and resolution can be accepted. This is taken advantage of in the head specification to allow an increase in head electrical test yield, knowing that these combinations will function well. An example of a head specification curve relating amplitude and resolution is shown in Fig. 13.4.
It is desirable to have the recording channel cost effective. The design then becomes a compromise between bit shift or resolution controlling parameters and total S/N ratios. Obviously bit shift is controlled by head and disc parameters and S/N is controlled by head-electronics and disc parameters. Therefore a successful and cost effective design hinges on balancing the cost increases necessary to reduce bit shift and those necessary to reduce noise. Since heads and discs are in both camps, then it is probable that equal window spacing be given to bit shift and noise. If the design is based on one third bit shift, one third noise, and one third allowed for manufacturing variables and degradation during machine life, then a satisfactory arrangement has been reached. See Fig. 13.5
There are several variations in the QPEC curve that should be discussed. These relate to defects and/or anomalies of the disc/media surface. In Fig. 13.6 a QPEC curve is shown that illustrates the effect of a small agglomerate in the media. This causes a bit or a few bits to have a different local bit shift than the remainder of the track, but the S/N ratio remains the same, hence the curve continues down at the same slope. The feature of Fig. 13.7 is caused by a scratch in the media in proximity to a recorded transition. The scratch causes a $dQ/dt$ signal, called an extra bit or drop in. The pulse adds to an existing transition and phase shifts the transition beyond the W/2 limit, thus causing the curve to extend to the right at one count per revolution or more. The variation shown in Fig. 13.6 could also be caused by this mechanism if the shift is small.

During manufacturing testing of a large number of machines, the QPEC curve is not cost or time effective. There are other techniques that permit definitive testing. It has been customary to do several things, parameter or circuit wise, to the channel to remove some of the margin built into the
channel. This is done by altering a circuit or circuits that are not normally part of the machine, but are a later part of the recording channel or it may be accomplished by altering a part of the machine that can be independently tested. Candidates for these are primarily the clocking circuit and, secondarily, the detector. The clocking circuit is best altered by only changing the width of the window used for gating transitions. For example, for FM, PM, or MFM codes the clocking window is a squarewave. One half for data and the other half for redundant clocks. By using a delay line and an 'and' gate (Fig. 13.8),

![Figure 13.8a](image)

![Figure 13.8b](image)

and then realigning the window to center it to an on time transition, the window can be marginalized. Hence, when operating, transitions with less than a given amount of + shift are passed and those exceeding that value are lost and cause an error. The error checking is done on the record itself. This is the source of the name Marginalized VFO as MVFO. The reader can now see the difference between the two circuits and functions hence our remaining the QPEC curve.

The two functions are different. The QPEC circuit counts all functions that have phase shifts greater than many settings to generate a curve while the MVFO circuit blocks all transitions with phase shifts
rather than a single setting thus causing an error in a data channel—
no different functions for two different results. Of course, the QPEC cir-
it could be used at a single setting to get an error indication, but as the
channel also provides record position as byte count information of the error
would require extra circuitry if the QPEC circuit were used for defect
logging as well as just a channel functionality test.

At this point it might be well to point out a method devised by Mr. F.
Sordello that graphically predicts the performance of a recording channel if
an isolated pulse can be measured for Pw50 and the channel S/N ratio is known.
The method uses an Arc Tangent pulse drawn on a sheet of paper with a normalized
amplitude and time scale. A. Drawn on the same sheet and centered is the differ-
entiated pulse shown to scale and again at 10 X horizontal scale similarly
centered.

Fig. 13.9

Using this sheet and a table of noise amplitude probabilities, both intersymbol
interference caused bit shift and noise caused bit shift can be predicted. The
first is done by algebraically adding the contribution of a second inverted Arc
Tangent pulse (Fig. 13.10),
Fig. 13.10

placed at the correct spacing of \( \frac{t_i}{P_{\text{rate}}} \) then doing the same to the differentiated Arc Tangent pulse. The peak amplitude reduction is shown on the first curve. The intersymbol interference caused bit shift is shown as the difference in time between the original differentiated pulse zero base line crossing and that of the second or modified differentiated zero base line crossing.

The contribution of bit shift from noise can be determined using a curve relating RMS noise amplitude to a gaussian distribution.

The gaussian distribution is

\[
P(x) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2}{2\sigma^2}}
\]

EQ 13.1

From this equation we can generate a table of noise amplitude as a function of probability of occurrence.

(See MISCHA - SCHWARTZ - McGRAW HILL, 1959, Page 373-390)
Determine worst bit pattern for bit shift. Generally it is a pattern that has maximum spacing, then 2 transitions at minimum spacing, then maximum spacing again.

Since the threshold detector in the read channel looks for the zero voltage crossing of the differentiated pulses, the bit shift is due to the composite signal's actual zero voltage crossing.

Using the graph of the differentiated isolated pulse and algebraically all of the contributions of each differentiated transition, pulse,

From bit shift is 18 nanoseconds.
$G = \text{STANDARD DEVIATION OF GAUSIAN RANDOM FUNCTION}$

FOR NOISE ...

$G$ RELATES TO THE RMS VALUE!

FOR MORE READ P 373-390

INFORMATION, TRANSMISSION, MODULATION, AND NOISE - MISCHA SCHWARTZ - McGRAW HILL - 1959

$$\text{RMS NOISE} = G; \quad \text{PROBABILITY OF OCCURRENCE}$$

<table>
<thead>
<tr>
<th>$G$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>1/0.32</td>
</tr>
<tr>
<td>2</td>
<td>1/2.174</td>
</tr>
<tr>
<td>3</td>
<td>1/3.704</td>
</tr>
<tr>
<td>4</td>
<td>1/15.625</td>
</tr>
<tr>
<td>5</td>
<td>1/157.24, 137.9</td>
</tr>
<tr>
<td>6</td>
<td>1/500, 000, 000</td>
</tr>
<tr>
<td>6.36</td>
<td>1/10,000,000,000</td>
</tr>
<tr>
<td>7</td>
<td>1/400,000,000,000</td>
</tr>
<tr>
<td>8</td>
<td>1/80,000,000,000,000</td>
</tr>
</tbody>
</table>

F.J. Snell

2/80
RMS NOISE = \text{Probability of Occurance}

0 \quad 1
1 \quad 1/0.32
2 \quad 1/21.74
3 \quad 1/370.4
4 \quad 1/15625
5 \quad 1/1724137.9
6 \quad 1/500 000 000
6.36 \quad 1/10 000 000 000
7 \quad 1/400 000 000 000
8 \quad 1/80 000 000 000 000

Table 13.1

For $10^{-10}$ probability of occurrence, the noise pulse amplitude is

$$6.36 \times \text{RMS Noise}, \quad \text{EQ 13.2}$$

The method of measuring the signal to noise ratio is important. The measurements taken after the differentiator in order to relate it directly to the differentiated pulse for peak shift measurement purposes.

$$\frac{dS}{dN} = \frac{d V_{\text{sig RMS}}}{d t} \frac{d V_{\text{n RMS}}}{d t} \quad \text{EQ 13.3}$$

where $d V_{\text{sig RMS}}$ is the RMS value of a differentiated signal resulting from evenly spaced transitions at the minimum spacing allowed by the code. In disc drives this also means at the inside track. $d V_{\text{n RMS}}$ is the RMS value.
of the differentiated noise including electronic and disc/media noise at the same location.

The peak value of noise voltage becomes

\[(6.36)(V_{n \text{ RMS}})\]  

EQ 13.4

or in terms of the \(\frac{ds}{dn}\) ratio and converting the RMS sig voltage to base to peak at the same time we get

\[V_{n \text{Peak}} = \frac{6.36}{\sqrt{2}} \frac{ds}{dn} = 4.497 \frac{ds}{dn}\]  

EQ 13.5

which is the peak noise expressed as a fraction of the signal peak.

When we used the \(d(\text{RMS signal})\) value to get \(\text{d}(\text{S/N})\) ratio, we are really in error when we use this value with a differentiated isolated pulse as the amplitude of the isolated pulse is greater. All that occurs is an error in favor of poorer performance which is acceptable.

Going back to our graph we now locate this amplitude fraction on the expanded scale (Fig. 13.12)

Fig. 13.12

differentiated pulse. The value of the peak shift can be read off on the horizontal scale and multiplied by \(P_{w50}\) which converts it into bit shift in seconds.
WHAT IS THE MAGNITUDE OF A NOISE SPIKE THAT OCCURS EVERY 10° TIMES?

\[ \sigma = 6.36 \]

**Noise Spike Amplitude is** \( 6.36 \times \text{RMS Noise} \)

BASE-PEAK SNR = \( \sqrt{27} \times \text{RMS SNR} = 1.414 \times 20 = 28.28 \)

For Noise Spike \( \theta \), \( \sigma = 6.26 \)

Noise becomes \( \frac{6.36}{28.28} = 0.225 \) of signal

**Using Isolated Differentiated Transition Graph**

Graph shows signal to be 130 units

6°, 0.225 \( \times \) 260 units = 56.5 units

On expanded scale \( \frac{155}{\sqrt{2}} \times 0.055 \times 0.05 \)

= 8.526 nano sec
Now to get the total bit shift due to intersymbol interference and noise, we just add the two values. According to our earlier rule of thumb each of these two values should be about one third of the half window width each which predicts performance at the required error rate, including a margin of one third half window.)
<table>
<thead>
<tr>
<th>DRIVE #</th>
<th>INTERFACE</th>
<th>CONTR UNIT</th>
<th>REQUIRED TIME</th>
<th>RCD (MPM)</th>
<th>DTA TR (KILOBYTES)</th>
<th>REVOLUTION TIME</th>
<th>NO. OF CYLINDERS</th>
<th>NO. REC SURFACES</th>
<th>FIXED HEADS</th>
<th>NO.</th>
<th>ADS</th>
<th>CAPACITY</th>
<th>TRACK DENSITY</th>
<th>MAX INT DENSITY</th>
<th>SEEK TIME</th>
<th>INTERFACE LEVELS</th>
<th>DATA ERROR RATE</th>
<th>DAK ERROR RATE</th>
<th>INT CELL TIME</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>IBM 2314</td>
<td>YES</td>
<td>2400</td>
<td>312 KB/S</td>
<td>25 MS</td>
<td>203</td>
<td>20</td>
<td>20</td>
<td>29 MB</td>
<td>100 MB</td>
<td>192 TP</td>
<td>4040 BP</td>
<td>5 MB</td>
<td>27 MS</td>
<td>19</td>
<td>-2.5 V</td>
<td>1.5 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>0370</td>
<td>IBM 3330-1</td>
<td>YES</td>
<td>3000</td>
<td>808 KB/S</td>
<td>16.67 MS</td>
<td>404</td>
<td>19</td>
<td>19</td>
<td>109 MB</td>
<td>13000</td>
<td>192 TP</td>
<td>4040 BP</td>
<td>5 MB</td>
<td>27 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>0375</td>
<td>IBM 3330-2</td>
<td>NO</td>
<td>3000</td>
<td>808 KB/S</td>
<td>16.67 MS</td>
<td>508</td>
<td>19</td>
<td>19</td>
<td>200 MB</td>
<td>13000</td>
<td>370 TP</td>
<td>4040 BP</td>
<td>5 MB</td>
<td>27 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>0877-0</td>
<td>CDC 9700</td>
<td>NO</td>
<td>3000</td>
<td>1209 KB/S</td>
<td>16.67 MS</td>
<td>823</td>
<td>19</td>
<td>19</td>
<td>309.5 MB</td>
<td>20100</td>
<td>364 TP</td>
<td>8200 BP</td>
<td>6 MB</td>
<td>26.5 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>0877-1</td>
<td>DEC-DCL</td>
<td>NO</td>
<td>3000</td>
<td>808 KB/S</td>
<td>16.67 MS</td>
<td>411</td>
<td>19</td>
<td>19</td>
<td>100 MB</td>
<td>13440</td>
<td>192 TP</td>
<td>4040 BP</td>
<td>6 MB</td>
<td>26.5 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>0877-2</td>
<td>IBM 3030-2</td>
<td>YES</td>
<td>3000</td>
<td>808 KB/S</td>
<td>16.67 MS</td>
<td>411</td>
<td>19</td>
<td>19</td>
<td>100 MB</td>
<td>13440</td>
<td>192 TP</td>
<td>4040 BP</td>
<td>6 MB</td>
<td>26.5 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>0877-3</td>
<td>IBM 3030-2</td>
<td>NO</td>
<td>3000</td>
<td>1209 KB/S</td>
<td>16.67 MS</td>
<td>350</td>
<td>4</td>
<td>4</td>
<td>28 MB</td>
<td>10180</td>
<td>300 TP</td>
<td>8538 BP</td>
<td>7 MB</td>
<td>32 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>081</td>
<td>CDC 9700</td>
<td>NO</td>
<td>3000</td>
<td>1209 KB/S</td>
<td>16.67 MS</td>
<td>350</td>
<td>4</td>
<td>4</td>
<td>28 MB</td>
<td>10180</td>
<td>300 TP</td>
<td>8538 BP</td>
<td>7 MB</td>
<td>32 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>094</td>
<td>IBM 3030-2</td>
<td>YES</td>
<td>3000</td>
<td>808 KB/S</td>
<td>20.24 MS</td>
<td>555</td>
<td>15</td>
<td>15</td>
<td>317.5 MB</td>
<td>19089</td>
<td>480 TP</td>
<td>6350 BP</td>
<td>10 MS</td>
<td>25 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>095</td>
<td>IBM 3030-2</td>
<td>YES</td>
<td>3000</td>
<td>808 KB/S</td>
<td>20.24 MS</td>
<td>555</td>
<td>15</td>
<td>15</td>
<td>317.5 MB</td>
<td>19089</td>
<td>480 TP</td>
<td>6350 BP</td>
<td>10 MS</td>
<td>25 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>0344</td>
<td>IBM 3844</td>
<td>YES</td>
<td>3000</td>
<td>808 KB/S</td>
<td>20.24 MS</td>
<td>900</td>
<td>15</td>
<td>15</td>
<td>317.5 MB</td>
<td>19089</td>
<td>480 TP</td>
<td>6350 BP</td>
<td>10 MS</td>
<td>25 MS</td>
<td>19</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>0352</td>
<td>IBM 3855</td>
<td>YES</td>
<td>3000</td>
<td>1198 KB/S</td>
<td>16.6 MS</td>
<td>1110</td>
<td>15</td>
<td>15</td>
<td>22 MB</td>
<td>635 MB</td>
<td>6 MB</td>
<td>6 MB</td>
<td>6 MB</td>
<td>6 MB</td>
<td>15</td>
<td>1.7 V</td>
<td>1.7 V</td>
<td>0 V</td>
<td>0 V</td>
</tr>
<tr>
<td>MACHINE</td>
<td>ANNOUNCED</td>
<td>IBM FCS</td>
<td>TPI</td>
<td>BPI</td>
<td>DENSITY</td>
<td>1R</td>
<td>OR</td>
<td>RPM</td>
<td>LATENCY</td>
<td>HAIL BITS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
<td>---------</td>
<td>-----</td>
<td>-----</td>
<td>---------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>---------</td>
<td>-----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>1956</td>
<td>1957</td>
<td>20</td>
<td>100</td>
<td>2000</td>
<td></td>
<td></td>
<td>1200</td>
<td>25 MS</td>
<td>77.6 KB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1405</td>
<td>1959</td>
<td>1959</td>
<td>40</td>
<td>200</td>
<td>8000</td>
<td></td>
<td></td>
<td>1200</td>
<td>25 MS</td>
<td>155 KB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1301</td>
<td>1961</td>
<td>1961</td>
<td>50</td>
<td>500</td>
<td>25000</td>
<td></td>
<td></td>
<td>1800</td>
<td>33 MS</td>
<td>625 KB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1311</td>
<td>1961</td>
<td>1961</td>
<td>50</td>
<td>1000</td>
<td>50000</td>
<td></td>
<td></td>
<td>1500</td>
<td>20 MS</td>
<td>700 KB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1302</td>
<td>1963</td>
<td>1963</td>
<td>100</td>
<td>1100</td>
<td>110000</td>
<td></td>
<td></td>
<td>1800</td>
<td>33 MS</td>
<td>1.25 MB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>230-1/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2311</td>
<td>4/64</td>
<td>1964</td>
<td>100</td>
<td>2200/1100</td>
<td>110000</td>
<td>4.468&quot;</td>
<td>6.506</td>
<td>2400</td>
<td>12.5 MS</td>
<td>1.25 MB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2305</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2314</td>
<td>4/65</td>
<td>1966</td>
<td>100</td>
<td>4400/2200</td>
<td>220000</td>
<td>4.46</td>
<td>6.50</td>
<td>2400</td>
<td>12.5 MS</td>
<td>2.5 MB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2319</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3330</td>
<td>6/70</td>
<td>1971</td>
<td>192</td>
<td>4040</td>
<td>775680</td>
<td>4.24</td>
<td>6.38</td>
<td>3600</td>
<td>8.4 MS</td>
<td>6.45 MB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3330-11</td>
<td>7/17/73</td>
<td>3/74</td>
<td>370</td>
<td>4040</td>
<td>1494800</td>
<td>4.24</td>
<td>6.44</td>
<td>3600</td>
<td>8.4 MS</td>
<td>6.45 MB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3340</td>
<td>3/74</td>
<td>11/73 (125)</td>
<td>300</td>
<td>5630</td>
<td>1690500</td>
<td>4.06</td>
<td>6.60</td>
<td>2964</td>
<td>10.1 MS</td>
<td>7.08 MB/s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sys 32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3344</td>
<td>4/76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3350</td>
<td>4/76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3370</td>
<td>1979</td>
<td>1/80</td>
<td>635</td>
<td>11900 TPI (7930)</td>
<td>7556500</td>
<td>4.69</td>
<td>5.863</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3375</td>
<td>1980</td>
<td>10/81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3380</td>
<td>1980</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MACHINE</td>
<td>METHOD</td>
<td>CODE</td>
<td>CONF</td>
<td>HEIGHT</td>
<td>ELEMENT</td>
<td>CLOCK TRACK</td>
<td>CYLINDERS</td>
<td>CONTENT</td>
<td>OUT LENGTH</td>
<td>VFO</td>
<td>10 KSP</td>
<td>1W</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>--------</td>
<td>------</td>
<td>------</td>
<td>--------</td>
<td>---------</td>
<td>-------------</td>
<td>------------</td>
<td>----------</td>
<td>------------</td>
<td>-----</td>
<td>--------</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>Elec Servo</td>
<td>NRZ1</td>
<td>0</td>
<td>1</td>
<td>Yes</td>
<td>Clock Track</td>
<td>----</td>
<td>1.2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1405</td>
<td></td>
<td>NRZ1</td>
<td>0</td>
<td>500</td>
<td>Yes</td>
<td></td>
<td></td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1301</td>
<td>Dual Hydra</td>
<td>NRZ1</td>
<td>0</td>
<td>250</td>
<td>Yes</td>
<td>Clock Track</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1311</td>
<td>Hydraulic</td>
<td>NRZ1</td>
<td>0</td>
<td>125</td>
<td>Yes</td>
<td></td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1302</td>
<td>Dual Hydra</td>
<td>NRZ1</td>
<td>0</td>
<td>125</td>
<td>Yes</td>
<td>Clock Track</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>230-1/2</td>
<td>Fixed</td>
<td>NRZ1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2311</td>
<td>Hydraulic</td>
<td>FM</td>
<td>0</td>
<td>125</td>
<td>Yes</td>
<td>Hard Sep</td>
<td>200</td>
<td>200</td>
<td>200(M)</td>
<td>9/69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2305</td>
<td></td>
<td>NRZ1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2314</td>
<td>Hydraulic</td>
<td>FM</td>
<td>0</td>
<td>80</td>
<td>Yes</td>
<td>VFO</td>
<td>300</td>
<td>100</td>
<td>100(F)</td>
<td>12/69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2319</td>
<td></td>
<td>NRZ1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3330</td>
<td>Ser VC Lin</td>
<td>MFM</td>
<td>7</td>
<td>50</td>
<td>No</td>
<td>VFO</td>
<td>404</td>
<td>50</td>
<td>50(F)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3330-11</td>
<td></td>
<td>MFM</td>
<td>7</td>
<td>35</td>
<td>No</td>
<td>VFO</td>
<td>808</td>
<td>50</td>
<td>50(F)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3340</td>
<td>Cou VC Lin</td>
<td>MFM</td>
<td>0</td>
<td>22</td>
<td>No</td>
<td>VFO</td>
<td>348/696</td>
<td>35</td>
<td>50(F)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3350</td>
<td>VC Rot Lin</td>
<td>MFM</td>
<td>0</td>
<td>22</td>
<td>No</td>
<td>VFO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3350</td>
<td>Voice Coil Lin Motor</td>
<td>MFM</td>
<td>5</td>
<td>20</td>
<td>No</td>
<td>VFO</td>
<td>555</td>
<td>35</td>
<td>50(F)</td>
<td>4/77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3370</td>
<td>L.V.C.</td>
<td>1/2(2,7)</td>
<td>0</td>
<td>15</td>
<td>No</td>
<td>VFO</td>
<td>746 + 746</td>
<td>25(TF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3375</td>
<td>L.V.C.</td>
<td>1/2(2,7)</td>
<td>0</td>
<td></td>
<td>No</td>
<td>VFO</td>
<td></td>
<td></td>
<td></td>
<td>(TF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3380</td>
<td>L.V.C.</td>
<td>1/2(2,7)</td>
<td>0</td>
<td></td>
<td>No</td>
<td>VFO</td>
<td></td>
<td></td>
<td></td>
<td>(TF)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>1405</td>
<td>180 MS</td>
<td>48</td>
<td>50</td>
<td>F</td>
<td>24 + 24</td>
<td>56 MB</td>
<td>2600</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>--------</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>--------</td>
<td>-------</td>
<td>------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1301</td>
<td>180 MS</td>
<td>48</td>
<td>50</td>
<td>F</td>
<td>24 + 24</td>
<td>56 MB</td>
<td>2600</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1311</td>
<td>150 MS</td>
<td>48</td>
<td>50</td>
<td>F</td>
<td>24 + 24</td>
<td>234 MB</td>
<td>5208</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1302</td>
<td>230-1/2</td>
<td>25</td>
<td>100</td>
<td>75 MS</td>
<td>10</td>
<td>10</td>
<td>R</td>
<td>10</td>
<td>7.25 MB</td>
<td>3906</td>
<td>3675</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2305</td>
<td>2311</td>
<td>25</td>
<td>100</td>
<td>75 MS</td>
<td>20</td>
<td>20</td>
<td>R</td>
<td>20</td>
<td>29.3 MB</td>
<td>7812</td>
<td>7200</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2314</td>
<td>2319</td>
<td>60 MS</td>
<td>20</td>
<td>20</td>
<td>R</td>
<td>20</td>
<td>29.3 MB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3330</td>
<td>3330-11</td>
<td>10</td>
<td>55</td>
<td>30 MS</td>
<td>20</td>
<td>19</td>
<td>R</td>
<td>19</td>
<td>100 MB</td>
<td>13440</td>
<td>13030</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3330</td>
<td>3340</td>
<td>7/13 / 30</td>
<td>6</td>
<td>R</td>
<td>6-12 / 30</td>
<td>35/70 MB</td>
<td>8960</td>
<td>8368</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sys 32</td>
<td>3344</td>
<td>10</td>
<td>50</td>
<td>25 MS</td>
<td>31/60</td>
<td>30</td>
<td>F</td>
<td></td>
<td>280 MB</td>
<td>8960</td>
<td>8368</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3350</td>
<td>3370</td>
<td>20 MS</td>
<td>26</td>
<td>6 R/W+5S/ACT</td>
<td>F</td>
<td>12/ACT</td>
<td>571.3 MB</td>
<td>37632 R/W</td>
<td>744 B1/Cyl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3375</td>
<td>3380</td>
<td>19 MS</td>
<td>F</td>
<td>819 MB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16 MS</td>
<td></td>
<td>1260 MB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITEM</td>
<td>CLOCK</td>
<td>CODE</td>
<td>ECC</td>
<td>AVE RESOLUTION</td>
<td>ELECTRONIC MACHINE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-----</td>
<td>----------------</td>
<td>-------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1956</td>
<td>CLOCK</td>
<td>NRZI</td>
<td>NO</td>
<td>1.0</td>
<td>CLIPPING</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>CLOCK</td>
<td>NRZI</td>
<td>NO</td>
<td>1.0</td>
<td>1301</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>CLOCK</td>
<td>NRZI</td>
<td>NO</td>
<td>1.0</td>
<td>1311</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>CLOCK</td>
<td>NRZI</td>
<td>NO</td>
<td>1.0</td>
<td>1302</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>SELF</td>
<td>FM</td>
<td>NO</td>
<td>2.5</td>
<td>LIMIT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>SELF</td>
<td>FM</td>
<td>NO</td>
<td>2.5</td>
<td>2311</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>SELF</td>
<td>MFM</td>
<td>11 BIT</td>
<td>1.5</td>
<td>AVGATE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>SELF</td>
<td>MFM</td>
<td>11 BIT</td>
<td>1.5</td>
<td>3330</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>SELF</td>
<td>MFM</td>
<td>4 BIT</td>
<td>1.3</td>
<td>3340</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>SELF</td>
<td>MFM</td>
<td>4 BIT</td>
<td>1.3</td>
<td>3350</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>77</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>SELF</td>
<td>MFM</td>
<td>16 BIT</td>
<td>1.1</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**NOTE:** The table includes various codes and settings for different systems and resolutions, with the final item indicating self-clocking group codes.
the above model. Our conclusions are that the composition Cu$^{+3}$Fe$^{+2}$O, can exist as a stable compound when quenched from temperatures between $1210^\circ$ and $1350^\circ$C in accordance with the published phase diagram.

ACKNOWLEDGMENTS

It is a pleasure to thank Dr. B. A. Calhoun for suggesting this problem and for his continued interest in the work. We thank Dr. E. L. Boyd for many helpful discussions. Our special thanks are to Professor F. D. Barros, Physics Department of Carnegie Mellon University, Pittsburgh, for making the helium runs. We also express our appreciation to Messrs. T. R. Klein, J. Angelelo, H. Lilienthal, and J. Jacobs for their help during the course of this work.

Analysis of Saturation Magnetic Recording Based on Arctangent Magnetization Transitions

ROBERT I. POTTER

International Business Machines Corporation, San Jose, California 95114
(Received 13 August 1969; in final form 13 October 1969)

The minimum transition length for the arctangent magnetization transition is calculated. Readback voltage for the arctangent transition, where the magnetization contains components both in and normal to the coating plane, is calculated via the reciprocity theorem and Karlquist's fringe field equations. Several misconceptions currently existing in the literature are discussed.

I. INTRODUCTION

A theoretical upper limit to the longitudinal data density attainable in conventional saturation magnetic recording exists, since current magnetic coatings are incapable of supporting abrupt transitions, and since the read process introduces an additional apparent broadening of the transition region. The term "saturation" is used here to describe the case where peak magnetization in the coating remains approximately equal to the remanent magnetization of the major hysteresis loop. The limitation on transition length arises in conventional coatings primarily because the magnetization $M(x)$ in the coating produces a demagnetizing field

$$H(x) = \frac{-1}{\pi} \int \frac{x-\mathbf{r} \cdot \mathbf{M}(\mathbf{r})}{|\mathbf{r} - \mathbf{r}'|^3} d^3\mathbf{r}',$$

which, being opposed to $M$, cannot exceed the coercivity $H_c$ of the hysteresis loop associated with each point in the medium. Since possible magnetization states must simultaneously satisfy Eq. (1) and the $M$-$H$ relationships dictated by the hysteresis properties of the material, the recorded transition length must be calculated self-consistently.

Certain simplifications are necessary if the minimum transition length which a given coating will support is to be estimated without performing this self-consistent calculation. It is assumed that the hysteresis loops are square, and that the final state of the magnetization $M(x)$ at the external write field has vanished can be adequately described by an assumed functional form with adjustable parameters. These parameters are then chosen, after Chapman, such that the demagnetizing field resulting from $M(x)$ never exceeds the coercivity $H_c$ of the major hysteresis loop. Two possible choices for $M(x)$ are the ramp transition,

$$M_r(x) = M_0 \left\{ \begin{array}{ll} 0 & (-\infty < x < -a/2), \\ -M_0/2 & (-a/2 < x < a/2), \\ M_0 & (a/2 < x < \infty), \end{array} \right.$$  

and the arctangent transition,

$$M_a(x) = -\left( 2M_r \tan^{-1}(x/a) \right) \left\{ \begin{array}{ll} -M_0 & (-\infty < x < -a, \ a > 0), \end{array} \right.$$  

where $M_0 = M_r = 0$, $x$ is measured longitudinally along the track, $M_r$ is the remanent magnetization of the major hysteresis loop, and the parameter $a$ describes the sharpness of the transition. These functions are normalized such that their derivatives at $x=0$ and limiting values at $x=\pm a$ are equal. The transition
length of the arctangent function as defined by the slope at \( x = 0 \) is \( \pi a \). The restriction \( a \geq 0 \), imposed for the sake of convenience in the calculations, does not result in any loss of generality since the sign of \( a \) can be absorbed in \( M_e \). The step transition can be treated as a special case by letting \( a \) approach zero. The arctangent function is of special interest, because it is a simple function that has a continuous derivative, is antisymmetric, and asymptotically approaches a finite nonzero value. Our purpose here is to investigate further the consequences of assuming that \( M \) has this functional form, and to correct several misconceptions currently existing in the literature.

The external field due to an isolated arctangent transition was first correctly calculated by Miyata and Hartel.\(^3\) This same result was later obtained by Speliotis and Morrison.\(^4\) Chapman,\(^5\) in his analysis of the minimum transition length, used a modification of Miyata and Hartel's expression as the internal demagnetizing field, imposing the restriction \( |a| > \delta'/2 \). where \( \delta \) is the coating thickness. Bonyhard \textit{et al.}\(^6\) give an asymptotic expression for the transition length, valid for \( \delta, a \ll 1 \) and based on the arctangent model. Treatments based on single and multiple ramp transitions have been given by Speliotis and Morrison\(^1\) and Aharoni,\(^7\) respectively.

We point out that Miyata and Hartel's expression for the field intensity (even as modified by Chapman) is not valid inside the coating, and hence Chapman's calculation of the minimum transition length is incorrect. The difficulty with Miyata and Hartel's expression inside the coating (\( y \leq \delta'/2 \)) is evidenced by lack of the correct symmetry. We give an expression for the field intensity that is valid both inside and outside the coating, and use this result to obtain the minimum transition length in terms of \( M_e, H_{r}, \) and \( \delta \).

An expression for the readback voltage resulting from an arctangent transition with the magnetization in the coating plane has been obtained by Speliotis and Morrison\(^1\) and Speliotis,\(^8\) Speliotis and Morrison argue that the reciprocity theorem is not applicable to this problem, and proceed by calculating the flux passing through the surface of one pole piece of the transducer. We argue below that the reciprocity theorem is applicable and, summarizing their method here for comparison, show their assumptions to be equivalent to those made by Karlquist\(^9\) in his analysis of the transducer fringe field. We give a more general expression for the readback voltage, treating the case where the magnetization contains components both in and normal to the coating plane. This result is obtained using the reciprocity theorem and Karlquist's fringe field. The normal component of magnetization is expected to be small in particular coatings since, near the trailing edge of the gap where recording occurs, the fringe field is canted out of the coating plane.

II. THE MINIMUM TRANSITION LENGTH

The demagnetizing field (in oersteds) for a single arctangent transition is calculated\(^8\) in two dimensions from Eqs. (1) and (3). The result, for the special case where \( M \) is in the coating plane, is

\[
H_e(x, y) = 4M_e\left[\tan^{-1}\left(\frac{(\delta/2+y)x}{x^2+a^2+|\delta/2+y|a}\right) + \tan^{-1}\left(\frac{(\delta/2-y)x}{x^2+a^2+|\delta/2-y|a}\right)\right],
\]

(4a)

and

\[
H_e(x, y) = 2M_e\ln\left(\frac{x^2+(\delta/2+y+a)^2}{x^2+(\delta/2-y+a)^2}\right),
\]

(4b)

where \( \delta \) is the coating thickness, \( x \) is measured parallel to the track from the center of the transition, \( y \) is measured normal to the coating from the center plane, and \( x, y, \) and \( \delta/2 \) are as previously defined. These equations are valid for all \( x, y, \) and \( a \geq 0 \). Equation (4a) can be reduced to the previously obtained result\(^3,8\) via trigonometric identities when \( y \geq \delta/2 \).

According to Eq. (4) the maximum field magnitude occurs on the coating surface, and \( H_y \) exceeds \( H_x \) over a considerable portion of the transition region. \( H_y \) tends to create a \( y \) component of the magnetization \( m_y \), where \( m_y \) is an even function of \( x \) and an odd function of \( y \). This is in addition to a possible \( M_e \) resulting from the \( y \) component of the recording transducer fringe field, \( M_e \), being an odd function of \( x \). The existence of the total \( y \) component \( m_y+M_e \) is countered by the additional demagnetizing field resulting from \( \delta m_y/\delta y+\delta M_e/\delta y \).
near \( y = \pm \delta/2 \) and, in some coatings, by magnetic anisotropy induced by one or more of the following: strain, preferential orientation of crystallites possessing nonzero magnetcocrystalline anisotropy constant \( K_1 \), and preferential orientation of acicular particles (shape anisotropy). The field as calculated on the assumption \( M \) is fixed in the coating plane is in error by approximately this additional demagnetization field. The error is greatest near the coating surfaces and results primarily in an overestimation of \( H_y \). Therefore, when estimating the minimum transition length which a coating will support according to the method of Chapman and in conjunction with Eqs. (4), it is more meaningful to use the field in the center plane, Eq. (4a) with \( y = 0 \), than to use the magnitude of \( H \) elsewhere.

In Fig. 1 both the arctangent transition demagnetizing field and the ramp transition demagnetizing field\(^\text{d} \) are plotted versus \( x \) in the center plane. Peak fields in this figure differ by more than a factor of two, indicating that the arctangent transition results in a considerable decrease in the minimum transition length which a coating will support as estimated via the method described above. The maximum value of \( H_y(x, 0) \) as obtained from Eq. (4a) is

\[
H_y(\text{max}) = 8M_r \tan^{-1}[\delta/4 \left( 1 + \delta/2a \right)^{1/2}].
\]

Equation (5) reduces to the previously obtained\(^\text{e} \) result, \( I_{\text{min}} = 2\pi \delta M_r / H_y \), when \( \delta a / 1 \). Estimates for \( I_{\text{min}} \) based on Eq. (6) may be misleading when \( I_{\text{min}} \delta < \) about 5 (or equivalently \( M_r / H_y > \) about 1), since a transition with no \( y \) dependence, e.g., Eq. (3), is not a realistic approximation when coating thickness is large compared to transition length. Square hysteresis loops are also assumed, and in this respect together with the condition \( M_r / H_y > 1 \), this estimation of \( I_{\text{min}} \) may be more appropriate to thin metallic coatings.

Several observations can be made concerning the microscopic details of the magnetic transition. First, Eq. (3) [and Eq. (9) below] results in all three components of \( M \) vanishing at \( x = 0 \). This does not contradict the Stoner-Wohlfarth coherent rotation model\(^\text{f} \) or the more appropriate\(^\text{g} \) single domain incoherent rotation models,\(^\text{h} \) since the magnetization in reality is free to form a \( z \) component. We consider only two dimensions of the three-dimensional problem, a justifiable simplification since the read transducer is insensitive to \( M_z \). Moreover, the magnetization may be considered in the macroscopic or averaged sense whenever particle dimensions are negligible compared to dimensions of interest, thus removing the restriction that at each point \( |M| = M_r(T) \). When dimensions in the \( x-y \) plane (i.e., coating thickness, transducer gap width, and transducer-media spacing) are not large compared to domain or particle dimensions, a macroscopic \( M \) may still be appropriate in the statistical sense, in that it represents an average of \( M_x \) and \( M_y \) over the track width or \( z \) axis. Second, the relative importance of exchange in limiting the transition length has been investigated by Aharoni\(^\text{i} \) and found to be insignificant for current values of coating thickness.

### III. THE READBACK VOLTAGE

Readback voltage \( e(\ddot{x}) \), where \( \ddot{x} = vt \) and \( v \) is the relative coating-transducer velocity, may be obtained either directly by calculating the flux through the transducer core, or indirectly by use of the reciprocity theorem. The direct calculation of Speliotis and Morrison\(^\text{j} \) first assumes that the read transducer may be replaced by one continuous semi-infinite slab of permeability \( \mu \), spaced a distance \( d \) above the coating. The method of images is then used to obtain the magnetic induction \( B \) inside this slab,

\[
B = [2\mu/(\mu+1)]H, \quad (7)
\]

where \( H \), given by the equivalent (for \( y > \delta/2 \) of Eq. (4) for an arctangent transition with \( M \) in the plane of the coating, is the field intensity that would exist if the slab were absent. Total flux \( \Phi \) per unit track width through one pole face of a transducer with finite gap length \( g \) is then assumed to be

\[
\Phi(\ddot{x}) = \int_{-\infty}^{+\infty} B_y(x, \ddot{x}/2+d) \, dx + \int_{-\infty}^{+\infty} \frac{[(\ddot{x}+g/2-x)/g]}{B_y(x, \ddot{x}/2+d) \, dx, \quad (8)}
\]

where the second integral apportions the flux entering the gap region between the two pole pieces according to the linear weighting factor \( [(\ddot{x}+g/2-x)/g] \). The lower limit of integration may be changed from minus infinity to zero without affecting \( e(\ddot{x}) \), which is proportional to \( d\Phi(\ddot{x}) / d\ddot{x} \). In the indirect method employed here, the readback voltage is calculated for the transition

\[
M(x, y) = (-2/\pi) (IM_y - JM_x) \tan^{-1}(x/a), \quad (9)
\]

using the reciprocity theorem\(^\text{k} \)

\[
e(\ddot{x}) = 4\pi
\]

\[
\times \int_{-\infty}^{+\infty} \frac{[\partial M(x-\ddot{x}, y)]}{\partial \ddot{x} \cdot H_y(x, y) \cdot \ddot{x}, \quad (10)}
\]

where \( N \) is the number of turns, \( v \) is the velocity, \( H_y \) is the track width, and \( H_y \) is the gap fringe field resulting...
where

\[
\begin{align*}
    f(\xi) & = \frac{a}{\pi g} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{\tan^{-1}\left(\frac{g/2+x}{y}\right)}{(x-\xi)^2+a^2} \\
    & = \frac{d+a+\delta}{g} \tan^{-1}\left(\frac{g/2+\xi}{d+a}\right) - \frac{d+a}{g} \\
    & \times \tan^{-1}\left(\frac{g/2+\xi}{d+a}\right) + \frac{1}{2g} \left(\frac{g/2+\xi}{d+a}\right)^2 \\
    & \times \ln \left(\frac{(g/2+\xi)^2+(d+a+\delta)^2}{(g/2+\xi)^2+(d+a)^2}\right),
\end{align*}
\]

and

\[
\begin{align*}
    h(\xi) & = \frac{a}{2\pi g} \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy \frac{\ln\left[\left(\frac{g/2+x}{y}\right)^2+y^2\right]}{(x-\xi)^2+a^2} \\
    & = \left[\frac{(d+a+\delta)^2}{2g}\right] \ln\left(\frac{(g/2+\xi)^2+(d+a+\delta)^2}{(g/2+\xi)^2+(d+a)^2}\right) \\
    & - \left[\frac{(d+a)^2}{2g}\right] \ln\left(\frac{(g/2+\xi)^2+(d+a)^2}{(g/2+\xi)^2+(d+a+\delta)^2}\right) \\
    & \times \left[\tan^{-1}\left(\frac{g/2+\xi}{d+a+\delta}\right) - \tan^{-1}\left(\frac{g/2+\xi}{d+a}\right)\right]
\end{align*}
\]

assuming that the transducer permeability is infinite, the medium permeability is unity, the pole pieces extend to infinity, and the magnetic scalar potential varies linearly across the gap at y=0. This last assumption is equivalent to the linear weighting factor employed by Speliots and Morrison. Thus, that portion of the readback signal due to the x component of magnetization will be identical to their expression, except for a factor of \(\mu/\mu+1\), which does not appear here. However, Speliots and Morrison assume that the flux linking the read coil is at times the flux through one pole piece at \(y=\delta+2d\), and this is valid only if \(\mu \gg 1\). Upon inserting Eqs. (9) and (12) into Eq. (10), the readback voltage \(e(\xi)\) in volts is determined to be

\[
e(\xi) = 8.82 \times 10^{-6} \times M_y \left[ f(\xi) + f(-\xi) \right] \\
+ M_y \left[ h(\xi) - h(-\xi) \right],
\]

and for \(M_y/M_x = 0.2\). All dimensions are normalized to an arbitrary gap length \(g_0\).
The Effect of Finite Flux Rise Time on Recording Performance

JOHN E. LEE AND NORMAN N. TRUMAN

Abstract—An experimental and theoretical investigation has been made of the effect of finite flux rise time on transition length and delay time for thin recording media. This was done by tracing the field history of particles as they pass the write head and by assuming that the remanent magnetization of each particle depends on the maximum field it experienced. For linear rise times and for separation greater than half a gap width, analytic expressions have been derived showing the dependence of transition length and delay time on rise time and the other recording parameters. Numerical solutions valid for separations down to one quarter of a gap width and including exponential rise times are also shown.

INTRODUCTION

PRESENT-day computing requires fast-access high-density storage. One such device is the disk store. By operating at high packing densities and high surface speed a disk store can offer bit transfer rates of the order 10^6 per second together with access times of better than 100 ms. In order to achieve a high packing density the magnetic storage medium must be of high coercivity [1].

Writing with conventional ring-type heads requires therefore that a high current be switched into an inductive load with only a finite voltage available. This must constitute a finite lower limit to the flux rise time. Also, a further limitation may be introduced by relaxation phenomena in the head core material itself. During the finite period taken for the flux to rise the recording medium is moving past the write gap at high speed. This could cause the written transition to become broader than would be expected under ideal, i.e., zero rise-time conditions [2], [3].

The purpose of the present work has been to investigate in more detail the effect of finite flux rise time and to compare its effect on the packing density limitations with that of self-demagnetization which takes place in the recording medium after the write process has been completed. Kostyshyn [4] and others have analyzed the
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model for write process

before any attempt can be made to determine a written
mition length, three basic assumptions must be made.
ese assumptions are concerned with 1) the properties
the medium, 2) the spatial distribution of the head-
ag field, and 3) the nature of the flux rise time.

properties of the medium

the following analysis will be concerned only with thin
metallic films, and the magnetic behavior will be
on the $M$, $H$ characteristics. no attempt will be
take into account either the microcopic nature of the
ersal process or the detailed effects of self-demagnetiza-
[5]. The remanent magnetization of each particle in
medium will be assumed to depend solely on the
maximum longitudinal field it experiences as it approaches
,ses, and leaves the write head gap. the effect of the
rtical field component [6] will not be considered.

read field distribution

the most accurate determinations of the spatial field
distribution have been made by Fay [7] using conformal
transformation, and by Deyrar [7], using a semi analytic
karlquist’s expression for the longitudinal field $H_z(x, y)$
less exact representation of the distribution but has
advantage of being analytic. according to karlquist's
$(x, y) = (\frac{\mu_0 y}{\pi} \tan^{-1} (g + x)/y + \tan^{-1} (g - x)/y)$
(1)

equation (1) becomes a better fit the greater the $y$
cordinate, and even when $y = g/4$ the error is less than
percent.

in the following analysis the longitudinal field will be
determined using (1). the field distribution will be as-
be independent of the pre-existence of the medium
will be taken as the separation since the medium is
thin film, i.e., $D \ll y$.

rise time

relaxation phenomena within the head core material
ill be ignored and the flux rise time be taken as the
rent rise time, since experiments were carried out using
rent rise times greater than the relaxation time con-
stant. for simplicity we shall deal only with saturation
rz recording, i.e., $H_s(0, y) > H_s$ for all $y$.

theoretical

we shall assume that the medium is initially remanent
$-M$, and that the gap field switches from negative to
itive. this means that only the positive fields deter-
the final remanent state of the medium. similar

where $f(t)$ represents the form of the head current rise
ime. simplifying the karlquist expression

$H_z(x, y, t) = (\mu_0/\pi) f(t) \tan^{-1} (2gy/(y^2 - g^2 + x^2))$ ... (2)

and provided $(y^2 - g^2 + x^2) > 2gy$, (3) may be simplified
further to give

$H_z(x, y, t) = \frac{2\mu_0 y g f(t)}{\pi (y^2 - g^2 + x^2)}$ ... (4)

linear rise times

for linear rise times, $f(t)$ is given by

$f(t) = t/T, \quad 0 < t \leq T
f(t) = 1, \quad t > T$ ... (5)

where $T$ is the time taken for the current to rise from zero
to its maximum value and shall hereby be referred to
as the current rise time. therefore, substituting into (4)
for $f(t)$, the field seen at time $t$ by a particle positioned at

becomes

$H_z(x, y, t) = \frac{2\mu_0 y g t}{\pi (y^2 - g^2 + x^2)}$ ... (6)

where

$x_0 = x_0 + vt$ ... (7)

differentiating $H_z(x, y, t)$ with respect to $t$ and equating
to zero for a stationary value yields

$0 = x_0^2 - 2vt x_0 + y^2 - g^2$ ... (8)

for a given separation $y$, gap width $2g$, and velocity $v$.

for $z_0$ in (6) yields

$t = \frac{H_s y g}{2H_s y g T} + \frac{(y^2 - g^2) H_s y g T}{2H_s y g T}$ ... (9)

which together with (7) gives

$x_0 = \frac{H_s y g}{2\pi H_s y g T} - \frac{(y^2 - g^2) H_s y g T}{2\pi H_s y g T}$ ... (10)

where $t$ represents the time taken for the particle labelled
$x_0$ to see a maximum field $H_s$ and hence to acquire its
remanent magnetization.

delay time

when $x_0$ is chosen such that $H_s = H_s$, that particle
will leave the write head with zero remanence and $x_0$ will
For convenience $H_0$ may be chosen such that the field gradient $\partial H(x,y)/\partial x$, is a maximum at $H(x,y) = H_0$, where $H(x,y)$ is the field distribution round the head when $t > T$ and given by

$$H(x,y) = 2gH_0 y/\pi(y^2 - g^2 + x^2).$$

This condition can be shown to occur at

$$z^* = y^2 - g^2$$

where

$$H_0 = 2gH_0 y/\pi(y^2 - g^2 + x^2)$$

that is,

$$H_0/H_e = gy/\pi(y^2 - g^2).$$

Therefore, from (12)

$$T_e = (y^2 - g^2)^{-1/2}/v.$$

Calculations have shown that this value of $T_e$ is accurate to within 10 percent for $y \geq 1.2g$.

**Transition Length**

Although $M_e(x_n)$ may be determined using (10), together with the $M_e(H)$ characteristic, the procedure is a lengthy one. Therefore, the transition length was defined and determined using a procedure similar to that due to Davies [9]. According to Davies, since

$$dM_e/dH = (H_0 - H_e)/(dH_0/dH)$$

then for a given medium velocity, since $dM_e/dH \gg dH_0/dH$, the peak amplitude of the output pulse on read corresponds to the region where $dM_e/dH$ has its maximum value, i.e., at the center of the transition where $M_e = 0$, $H = H_0$. Therefore, the transition length may be conveniently defined with respect to the fields $H_1$ and $H_2$, where $dM_e/dH$ has its half-peak value and the output pulse half its peak amplitude. Using this definition the transition length $2b$ will be given by

$$2b = (dM_e/dH)_{H_e=H_0}(H_2 - H_1)$$

that is, by differentiating (10)

$$2b = \left[\frac{H_0 y}{2\pi H_e v T} + \frac{(y^2 - g^2)^{-1/2} T}{2H_0 y}\right](H_2 - H_1).$$

The form of this relationship is shown in Fig. 1(b) where $2b$ has been plotted versus rise time for arbitrary known values of $H_1$, $H_2$, $(H_2 - H_1)$, $g$, $y$, and $v$. Again, since (11) holds only for $t_0 \leq T$ there will be a discontinuity as shown. In the region $T \leq T_e$ the appropriate particles see peak fields equal to $H_1$ and $H_2$ after a time $t = T$, and from (7)

$$x_{11} = x_{11} + vT$$

$$x_{12} = x_{12} + vT$$

that is,

$$x_{11} - x_{10} = x_{12} - x_{11} = x_{0} - x_{0}.$$

That is, the transition length becomes independent of rise time and equal to the zero rise-time value [12]. When
$H_e$ is chosen such that

$$H_e/H_s = \frac{1}{2} \left( y^2 - \varphi^2 \right) \quad (17')$$

the transition length becomes

$$2b = \frac{1}{2} H_e \left( (T_e^2 + T_g^2)/2T_e \right), \quad (0 < T \leq T_e). \quad (21)$$

**Numerical Solution**

When the more accurate expression for the field given by (3) is used the expression for delay time, critical rise time, and transition length are no longer analytic. Because of the large number of variables involved in the problem it is best solved numerically using a computer program, and all theoretical results quoted below have been calculated in this way.

**Exponential Rise Times**

For exponential rise times $f(t)$ is given by

$$f(t) = 1 - e^{-\alpha t} \quad (22)$$

where $T$ is the rise time and is the time taken for the current to rise from zero to 63 percent of its maximum value. Substituting this into (2) gives

$$H_s(x, y, t) = \left( H_e/\tau \right) \left( 1 - e^{-\alpha t} \right) \left[ \tan^{-1} \frac{a + x}{y} + \tan^{-1} \frac{a - x}{y} \right] \quad (23)$$

and the analysis for calculating the delay time and transition length now follow in a manner similar to that for linear rise times described in the previous sections.

**Experimental**

All experimental work was carried out with reference to the analysis presented above relating to linear rise times. The current waveform used is shown in Fig. 2(a) and was generated using a circuit which provided rise times $T_R$ from 10 $\mu$s to 10 ms.

The delay time $t_0$ was determined by measuring the time interval $t_0$ between the crossover points of the current waveform and the time interval $t_2$ between the peaks of the output pulse Fig. 2(b). From Fig. 2(b),

$$t_d = t_2 - (t_1 + t_2)$$

and by arranging for the rise times $T_1$ and $T_2$ to be such that

$$T_2 \geq 100T_1$$

then to a very good approximation $t_2$ may be ignored and

$$t_d = t_2 - t_1.$$

The transition length $2b$ was determined by measuring the 0 percent pulsed width. According to Bonyhard et al. \[1\] who assume no write losses, the 0 percent pulsed width is

$$\nu_n = 2\left[ (a + y)^2 + \varphi^2 \right]^{1/2} \quad (24)$$

where $2a$ defines the minimum transition length in terms of the physical properties of the medium and is given by

$$a = 2M_e/B_e.$$
becomes the same as the transition width and less dependent on the details of the replay process. This makes the assumptions made previously more nearly correct.

Multiplying (11) by \( r \) we have

\[
v_t = \frac{yg}{2\pi} \left( \frac{H_x}{H_e T} \right) + \frac{(y^2 - g^2)}{2yg} \left( \frac{H_e T}{H_x} \right).
\]

That is, for a given head gap \( 2g \) and separation \( y \) then provided \( H_x / H_e T \) be held constant then \( v_t \) should remain constant. Similarly, from (10b) the transition length should remain constant for a given \( H_x / H_e T \). This was investigated experimentally by varying \( H_x, H_e, r, \) and \( T \).

The agreement here was better than for the previous results. This is to be expected if the theory is correct, since the experiments were designed to demonstrate a dependence rather than to determine absolute values.

**Theoretical**

Figs. 4 and 5 show delay time and transition length versus rise time for parameters typical of a high density disk recording system using thin metallic films. \( H_x \) was chosen in each case such that, for zero rise time, the transitions were written in the maximum head field gradient.

The gradients of the curves of Fig. 5 decrease with decreasing separations, i.e., \( b \) is insensitive to changes in rise time even for \( T > T_r \). Also for exponential rise times there is no discontinuity in the curves, i.e., there is no critical rise time.

From Fig. 5 the pulse-width and hence the output versus packing density curve may be obtained using (25). For linear rise times there is no change in \( b \) and hence no change in \( p_0 \) for \( T \) less than \( T_r \). Even if the flux rise time is exponential which is more likely in practice, there is an effective time \( T_r \) below which no appreciable change in \( p_0 \)
a length 2b \[ b \] on leaving the write head, time
ne needed \( R \) is large, the value of the written

length may still be such that the pulse-width is
\( g^2 + g^2 \) and is hence independent of rise time
side range. The above shows that a rise time equal
having a transition length \( 2b \) approximately twice
value of the medium would be an optimum.

Fig. 4 the delay time is only zero when the rise
zero. Since in a real system, timing difficulties
y decide the maximum usable packing density, 

P-time considerations may often mean that a
rise time than is determined on grounds of pulse-

necessary.

**Conclusion**

have shown that the theory gives reasonable agree-

ment for delay time, although the agree-
ment was poor. This was due to 

ailies in maintaining and measuring the head-

nen separation, and to the inaccuracy of some of the

imations. This approach has, however, enabled 

dependence of transition length and delay time on
me to be determined in analytic form and an ex-

for critical rise time to be derived which is ac-

enough for low separations.

authors have shown that the results given may be 

cmpare the effects of self-demagnetization with

finite flux rise time.

**Nomenclature**

\( x \) longitudinal coordinate fixed in medium

\( x' \) longitudinal coordinate fixed relative to gap center

to medium separation

\( g \) gap width

\( \Delta x \) demagnetization transition length

\( \Delta t \) transition length

\( t \) time

\( T \) rise time

\( \Delta t \) delay time

\( T_e \) critical rise time

\( H_L \) longitudinal component of head field

\( H_{L1} \) maximum longitudinal field seen by particle

\( H_e \) head field within gap \( t > T \)

\( H_c \) coercivity of medium

\( J_r \) retentivity of medium

\( J_u \) remanent magnetization.
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where \( n = 0, \pm 1, \pm 2, \pm 3, \ldots \). At \( t = 0 \) there is a maximum of

\[
 f(0) = 2 \sum_{n=0}^{\infty} (-1)^n \exp[-(\pi n)^2] - 1
\]

Since the maximum of an isolated normalized pulse is 1, the bit amplitude in percent is given by

\[
 BA = \left\{ 2 \sum_{n=0}^{\infty} (-1)^n \exp[-(\pi n)^2] - 1 \right\} \times 100 \quad (8)
\]

Equation (8) has also been programmed on the 7090. The resulting plot of bit amplitude versus \( T/\pi \) is given in Fig. 4.

**Experimental Verification**

The theoretical results described above were verified by running laboratory tests on an actual read head. A non-contact head with a mechanical loading of 350 grams was operated from data recorded on a magnetic disk of aluminum coated with iron oxide. The track diameter was 8 in., disk coating thickness was 200 \( \mu \) in., linear velocity was 1200 in./sec, and write current was 100 ma. A continuous sequence of 1's was used to test for bit amplitude. To test for bit shift, the format 0000000110000000 was used.

An oscillogram of an isolated read pulse is shown in Fig. 6. The experimental and theoretical curves for bit shift and bit amplitude are compared in Fig. 7. They show good agreement between predicted values and test results.
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17.3. Phase Equalizers. The types of phase equalizers treated are those which theoretically introduce either zero or a fixed amount of attenuation at all frequencies. They can therefore be added to existing circuits for phase correction without distorting the gain characteristics.

The shapes of electrical impulses which contain many frequency components can be distorted in passing through an electrical circuit even though the circuit has the same gain for the different frequency components. If such is the case, the distortion due to unequal transmission delays for the different frequency components is called phase distortion and can be corrected by adding a network which will cause the total transmission period to be identical. The added network must, therefore, be a network in which the phase characteristic can be controlled.

Equal transmission periods for different frequency components through a network stipulates that the circuit must introduce either no phase shift or an amount of phase shift which is directly proportional to frequency. This is identical to stating that the transmission period must be either zero or a constant amount at all frequencies.
ATTENUATORS AND EQUALIZERS

Four different configurations of phase equalizers are shown in Figs. 17.19 to 17.21. It should be noted that the four-terminal networks can be used in only those applications in which the input and output circuits are either both balanced or are in no way connected to each other.

The circuit in Fig. 17.19 introduces an insertion loss of 6 db and does not have constant input and output impedances as a function of frequency. In addition, the

\[
\begin{align*}
7.96 \times \frac{10^{-1}}{\sqrt{10}} \times & \quad \frac{\sqrt{10}}{10 - 1} \times \frac{1}{1.25^4 - 1} = 40.2 \text{ mb} \\
7.96 \times & \sqrt{\frac{10}{10 - 1}} \times \frac{1}{1.25^4 - 1} = 1.01 \text{ mb} \\
1.199 \times & \sqrt{\frac{10}{10 - 1}} \times \frac{1}{1.25^4 - 1} = 0.0252 \mu \text{F} \\
309(10 - 1) & = 1,800 \text{ ohms} \\
30 \times & \frac{1}{10 - 1} = 22.2 \text{ ohms}
\end{align*}
\]

(Refer to Figs. 17.17 and 17.18.)

Second network shown in Fig. 17.17.

The equalizers treated are those which have attenuation at all frequencies for phase correction without distortion. Any frequency components can be removed though the circuit has the same phase characteristics which can be corrected by adding a network with identical phase characteristics to each other. The network shown in Fig. 17.17.

\[
\begin{align*}
G & = f & \text{WHERE } f \text{ IS THE FREQUENCY AT WHICH THE PHASE SHIFT } & \beta \text{ IS EQUAL TO } -90^\circ \\
L & = \frac{\beta}{f} \text{ WHERE } f \text{ IS THE FREQUENCY AT WHICH NETWORK PHASE SHIFT } & \text{IS } -90^\circ \\
C & = \frac{\beta}{2f} \text{ WHERE } f \text{ IS THE FREQUENCY AT WHICH NETWORK PHASE SHIFT IS } -180^\circ
\end{align*}
\]

Fig. 17.19. Phase equalizer with a fixed insertion loss of 6 db. The phase characteristics are exactly the same as for the lattice network shown in Fig. 17.20, provided the output is not loaded.

Fig. 17.20. Phase-shift network with zero attenuation. Refer to Fig. 17.22 for phase characteristics.

Fig. 17.21. Phase-shift network with zero attenuation. Refer to Fig. 17.23 for phase characteristics.

The phase-shift curve for the circuit, Fig. 17.22, is based on there being no terminating impedance.

A center-tapped transformer secondary winding could be substituted for the center-tapped transformer secondary winding in Fig. 17.19, provided the amplitude and phase characteristics of the transformer were acceptable.

The networks shown in Figs. 17.20 and 17.21 have constant input and output characteristic impedances as a function of frequency and provide phase shift without attenuation. Figures 17.22 and 17.23 indicate the phase characteristics which can be obtained.

The phase equalizers shown in Figs. 17.19 to 17.21 introduce a lagging phase shift.

1 These networks are also referred to as all-pass filters.
Fig. 17.22. Phase shift in an all-pass filter of the type shown in Fig. 17.20.
Fig. 17.22. Phase shift in an all-pass filter of the type shown in Fig. 17.20.

Fig. 17.23. Phase shift in an all-pass filter of the type shown in Fig. 17.21.

NOTE: \( \theta = 1/f_0^2 \), where \( f_0 \) is the frequency at which \( \theta = 180^\circ \) if \( a/0 \leq 1 \). The three terminal network shown in Fig. 17.24 can be used.
Example 17.5

Assume that intelligence must be transmitted in the 10- to 20-kc frequency band and that the circuit employed introduces phase shift in accordance with the following tabulation.

<table>
<thead>
<tr>
<th>Phase Shift</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>-27°</td>
<td>10 kc</td>
</tr>
<tr>
<td>-43.8°</td>
<td>15 kc</td>
</tr>
<tr>
<td>-63°</td>
<td>20 kc</td>
</tr>
</tbody>
</table>

Design a phase equalizer of the lattice type with a characteristic impedance of 1,000 ohms for use with this circuit.

Solution

1. Determine the required phase characteristics of the phase equalizer.

The departure from linear phase shift as a function of frequency for the existing circuit must first be determined. Since the phase shift at 20 kc is -63°, the phase shift at 10 kc should be $\frac{1}{2} \times (-63°)$, or $-31.5°$, and the phase shift at 15 kc should be $\frac{3}{2} \times (-63°)$, or $-47.25°$. The existing network therefore introduces a phase error of $+4.5°$ at 10 kc and $+5.75°$ at 15 kc.

<table>
<thead>
<tr>
<th>Phase Error</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>+4.5°</td>
<td>10 kc</td>
</tr>
<tr>
<td>+3.75°</td>
<td>15 kc</td>
</tr>
<tr>
<td>0°</td>
<td>20 kc</td>
</tr>
</tbody>
</table>

The phase equalizer must therefore exhibit the inverse characteristics, i.e.,

<table>
<thead>
<tr>
<th>Phase Error</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.5°</td>
<td>10 kc</td>
</tr>
<tr>
<td>-3.75°</td>
<td>15 kc</td>
</tr>
<tr>
<td>0°</td>
<td>20 kc</td>
</tr>
</tbody>
</table>

2. Determine from Figs. 17.22 and 17.23 if the required conditions tabulated in step 1 can be satisfied with either of the networks shown in Figs. 17.20 or 17.21.

Since the network shown in Fig. 17.20 is simpler, the curve shown in Fig. 17.22 should first be examined.

The procedure is to determine if the phase shift in the equalizer at any three values of $f/f_\alpha$ which are related in the same proportions as 10, 15, and 20 kc, will depart from linear phase shift as a function of frequency by the desired amount. A few experimental groups of values of $f/f_\alpha$ reveal that the phase shifts for $f/f_\alpha$ equal to 0.4, 0.6, and 0.8 are equal to -43, -61.5, and -77°, respectively, and satisfy the specified requirements. This is true since a phase shift of $-77°$ at $f/f_\alpha = 0.8$ requires that the phase shift be $-38.5$ and $-57.75°$ at $f/f_\alpha$ equal to 0.4 and 0.6, respectively, for linear phase characteristics. The phase equalizer therefore introduces phase errors of $-4.5$ and $-5.75°$ when $f/f_\alpha$ is equal to 0.4 and 0.6, respectively. It should be apparent that the three values of $f/f_\alpha$, that is, 0.4, 0.6, and 0.8, correspond to $f$ being equal to 10, 15, and 20 kc, respectively.

3. Determine $f_\alpha$ and the values for the lattice elements.

From Fig. 17.22

\[
\alpha = \frac{1}{25,000} = 4 \times 10^{-4}
\]

From Fig. 17.20

\[
L = \frac{4 \times 10^{-4} \times 10^4}{2 \times 2.14} = 6.37 \times 10^{-2} \text{ henry, or 6.37 mH}
\]

\[
C = \frac{6.37 \times 10^{-2}}{10^4} = 6.370 \times 10^{-13} \text{ farad, or 6.370 } \mu \text{F}
\]

The lattice network is shown in Fig. 17.24.
Side-by-side comparison of filter characteristics can help the designer to choose wisely between the available types of networks. This article displays phase and group delay as well as magnitude characteristics.

A number of different types of networks are used to implement low-pass filters, and designers often need to compare the various types for possible use in a given application. Magnitude-versus-frequency characteristics are usually well known, but less information has been published on phase response and group delay; yet the latter characteristics are often equally important. This article describes the phase and delay characteristics of a number of important modern filter types so that they can be easily evaluated and compared.

The network types considered here include Butterworth or maximally flat filters and Chebyshev or equi-ripple filters [1-5]; Bessel, Thompson, or maximally flat delay filters [6-8]; transitional Butterworth-Thompson filters [9]; and Legendre, optimum monotonic, or L-type filters [10-12].

The first three types are widely known. [13] The transitional Butterworth-Thompson filter attempts to combine the best features of the Butterworth and Bessel filters. The design is based on a map that smoothly transforms the filter poles from the Butterworth locations to the normalized Bessel locations as a parameter $m$ changes from 0 to 1. The transitional Butterworth-Thompson poles are in various compromise locations defined by values of $m$ between 0 and 1.

The Legendre characteristic attempts to combine the best characteristics of the Butterworth and Chebyshev characteristics. Here, the stopband-magnitude characteristic is made as steep as possible with the restriction that the characteristic be monotonic.

Lumped-Parameter Low-Pass Filters

The filters discussed here are all low-pass all-pole networks. The transfer function for such a network is of the form:

$$H(s) = \frac{K}{Q(s)}$$

$$= \frac{K}{(s - s_1)(s - s_2) \cdots (s - s_n)}$$

where $Q(s)$ is a polynomial in $s$ of order $n$ ($n$ is also the order of the filter), and $s_i$ are the poles, whose locations determine the characteristics of the filter. When subjected to sinusoidal input, the magnitude, phase, and group delay of the network are found by setting $s = j\omega$. Then

Filter designers face many difficult choices in matching available design techniques to specific applications. Graphical comparisons of techniques emphasize their limitations and potentialities.
<table>
<thead>
<tr>
<th>Filter Type</th>
<th>$n=2$</th>
<th>$n=3$</th>
<th>$n=4$</th>
<th>$n=5$</th>
<th>$n=6$</th>
<th>$n=7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Butterworth</td>
<td>$s_{1,2}=-0.7071+j/0.7071$</td>
<td>$s_{1}=-1.0000+0$</td>
<td>$s_{1,2}=-0.9239+j/0.3827$</td>
<td>$s_{1}=-1.0000+0$</td>
<td>$s_{1,2}=-0.9659+j/0.2588$</td>
<td>$s_{1}=-1.0000+0$</td>
</tr>
<tr>
<td></td>
<td>$s_{3,2}=-0.5000+j/0.8660$</td>
<td>$s_{3,4}=-0.3827+j/0.9239$</td>
<td>$s_{3,4}=-0.3090+j/0.9511$</td>
<td>$s_{3,4}=-0.2588+j/0.9659$</td>
<td>$s_{3,4}=-0.2225+j/0.9749$</td>
<td></td>
</tr>
<tr>
<td>Chebyshev, 0.1-db ripple</td>
<td>$s_{1,2}=-0.6041+j/0.7106$</td>
<td>$s_{1}=-0.6979+0$</td>
<td>$s_{1,2}=-0.5257+j/0.3833$</td>
<td>$s_{1}=-0.4749+0$</td>
<td>$s_{1,2}=-0.3916+j/0.2590$</td>
<td>$s_{1}=-0.3527+0$</td>
</tr>
<tr>
<td></td>
<td>$s_{3,2}=-0.3489+j/0.8663$</td>
<td>$s_{3,4}=-0.2177+j/0.9254$</td>
<td>$s_{3,4}=-0.1467+j/0.9521$</td>
<td>$s_{3,4}=-0.1049+j/0.9666$</td>
<td>$s_{3,4}=-0.0785+j/0.9754$</td>
<td></td>
</tr>
<tr>
<td>Chebyshev, 2-db ripple</td>
<td>$s_{1,2}=-0.3741+j/0.7572$</td>
<td>$s_{1}=-0.3572+0$</td>
<td>$s_{1,2}=-0.2486+j/0.3996$</td>
<td>$s_{1}=-0.2157+0$</td>
<td>$s_{1,2}=-0.1738+j/0.2609$</td>
<td>$s_{1}=-0.1544+0$</td>
</tr>
<tr>
<td></td>
<td>$s_{3,2}=-0.1786+j/0.8938$</td>
<td>$s_{3,4}=-0.1029+j/0.9406$</td>
<td>$s_{3,4}=-0.0666+j/0.9621$</td>
<td>$s_{3,4}=-0.0046+j/0.9737$</td>
<td>$s_{3,4}=-0.0343+j/0.9807$</td>
<td></td>
</tr>
<tr>
<td>Translational</td>
<td>$s_{1,2}=-0.8615+j/0.6977$</td>
<td>$s_{1}=-1.1249+0$</td>
<td>$s_{1,2}=-1.0858+j/0.3987$</td>
<td>$s_{1}=-1.1771+0$</td>
<td>$s_{1,2}=-0.1738+j/0.2609$</td>
<td>$s_{1}=-0.1544+0$</td>
</tr>
<tr>
<td>Butterworth-Thompson</td>
<td>$s_{3,2}=-0.6942+j/0.9368$</td>
<td>$s_{3,4}=-0.5843+j/1.0605$</td>
<td>$s_{3,4}=-0.5103+j/1.1442$</td>
<td>$s_{3,4}=-0.0046+j/0.9737$</td>
<td>$s_{3,4}=-0.0343+j/0.9807$</td>
<td></td>
</tr>
<tr>
<td>Bessel</td>
<td>$s_{1,2}=-1.1016+j/0.6364$</td>
<td>$s_{1}=-1.3226+0$</td>
<td>$s_{1,2}=-1.3700+j/0.4102$</td>
<td>$s_{1}=-1.5023+0$</td>
<td>$s_{1,2}=-1.5716+j/0.3209$</td>
<td>$s_{1}=-1.6027+0$</td>
</tr>
<tr>
<td></td>
<td>$s_{3,2}=-1.0474+j/0.9992$</td>
<td>$s_{3,4}=-0.9952+j/1.2571$</td>
<td>$s_{3,4}=-0.9576+j/1.4711$</td>
<td>$s_{3,4}=-0.9307+j/1.6620$</td>
<td>$s_{3,4}=-0.9089+j/1.8346$</td>
<td></td>
</tr>
<tr>
<td>Legendre</td>
<td>$s_{1,2}=-0.6200+0$</td>
<td>$s_{1,2}=-0.9500+j/0.3590$</td>
<td>$s_{1,2}=-0.4680+0$</td>
<td>$s_{1,2}=-0.4390+j/0.2400$</td>
<td>$s_{1,2}=-0.2152+j/0.0780$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s_{3,2}=-0.3450+j/0.9010$</td>
<td>$s_{3,4}=-0.2320+j/0.9460$</td>
<td>$s_{3,4}=-0.1540+j/0.9680$</td>
<td>$s_{3,4}=-0.1152+j/0.9780$</td>
<td>$s_{3,4}=-0.0785+j/0.9754$</td>
<td></td>
</tr>
</tbody>
</table>
where $k$ is a constant and

$$M(\omega) = M_1 M_2 \cdots M_n$$

$$\phi(\omega) = \phi_1 + \phi_2 + \cdots + \phi_n$$

$$M/f = j\omega - s_1 = j\omega - (\sigma_i + j\omega)$$

so that

$$M_i(\omega) = \sqrt{\sigma_i^2 + (\omega - \omega_i)^2}$$

and

$$\phi(\omega) = \tan^{-1}\left(\frac{\omega - \omega_i}{\sigma_i}\right)$$

The relationship between $M_i$, $\sigma_i$, $s_i$, and $\phi$, is shown in the figure. The magnitude and phase of the transfer function $H(j\omega)$ are:

$$|H(j\omega)| \frac{k}{M(\omega) \phi(\omega)} = \prod_{i=1}^{n} \sqrt{\sigma_i^2 + (\omega - \omega_i)^2}$$

and

$$\arg[H(j\omega)] = -\phi(\omega) = -\sum_{i=1}^{n} \tan^{-1}\left(\frac{\omega - \omega_i}{\sigma_i}\right)$$

The group delay is defined as

$$t_g = \frac{d}{d\omega} \left[-\arg[H(j\omega)]\right] = \frac{d\phi}{d\omega}$$

The figure and Eq (2) show that the total phase at frequency $\omega$ is

$$\phi(\omega) = \sum_{i=1}^{n} \phi_i = \sum_{i=1}^{n} \tan^{-1}\left(\frac{\omega - \omega_i}{\sigma_i}\right)$$

Differentiating, we find

$$t_g(\omega) = \sum_{i=1}^{n} \frac{\sigma_i}{\sigma_i^2 + (\omega - \omega_i)^2}$$

Thus, when the pole locations are known, the group delay can be found by a simple summation.

**Normalization**

The characteristics given in this article have common normalizations in both magnitude and frequency so that the results are comparable for the various filter types. The magnitude is normalized so that its maximum value is 1 for all values of $\omega$. This maximum usually occurs at $\omega = 0$ so that $H(0) = 1$: in fact, the one exception to this rule is the Chebyshev filter for $n$ odd. The characteristics are normalized in frequency so that the 3-dB loss point occurs at $\omega = 1$. It should be noted that, although this normalization is usual for Butterworth and Legendre filters, it is not the one customarily used for Chebyshev, Bessel, or transitional Butterworth-Thompson filters.

**Magnitude characteristics, phase characteristics, group delays, and normalized pole locations for various filter types are shown in the accompanying panels. Information has been published elsewhere on the transient responses of the Butterworth, Chebyshev, and Bessel filters [14] and of the transitional Butterworth-Thompson filter. However, these sources use different frequency normalizations from the one used in this article.**

The actual time delay of any filter may be found easily by dividing the normalized group delay by the cutoff frequency. Thus, if the delay of a normalized filter is $t_g\omega$ seconds at a particular frequency, the delay of the filter with a cutoff of $f_c$ is

$$t_g/\omega = t_g/2f_c$$

For example, the normalized fifth-order Legendre filter has a group delay of $t_g = 3.99$ sec at $\omega = 0.1$ rad/sec. If this filter is built with a bandwidth of $f_c = 2 \text{ Mc}$, the delay at $f = 0.2 \text{ Mc}$ is

$$\frac{3.99}{(2\pi)(2 \times 10^3)} = 3.18 \times 10^{-7}$$

$$= 0.318 \mu\text{s}$$

---

**Cited References**

The detection methods for determining the presence of a magnetically recorded bit depend on the operating conditions of the magnetic recording head and media. The Bit Density Curve which best describes the head and media operating conditions is divided into four regions of interest. Methods for data detection suitable for each of the regions are listed together with block diagrams of typical detection circuits. Circuit parameters that effect correct data bit placement in a serial data stream are discussed.

I. INTRODUCTION

Theoretical treatment of data reproducibility and performance in digital magnetic recording systems has largely been focused on the magnetics of the head and media. The electronics necessary in such systems has been neglected in the literature. For many years the thrust towards higher recording densities was achieved by making proportional changes in the various system dimensions. A signal with a fixed head signal was deemed essential for best data reproducibility. The work of Karlquist, Hoagland and many others has resulted in a better understanding of the recording and read-back process which has permitted the design of machines with increased data density. The recent higher density machines have focused on other than the ideal high resolution head signals. The design of the electronics necessary to resolve a bit is heavily influenced by the linear density or BPI curve of the magnetic system. This paper addresses itself to the data detection methods that best determine the presence of a recorded transition as a function of the resolution of the head signals.

II. THE BIT DENSITY CURVE

A particular magnetic recording head and media combination can best be characterized by a set of performance curves. A family of saturation curves can be made by plotting the normalized head output voltage as a function of the write current magnitude for each of several different recording densities. A second and equally valuable curve is taken from the saturation curves. It is made by plotting the normalized head output voltage at a particular value of write current against the recording density. This curve is the Bit Density Curve, or BPI curve, for that head and media. Sometimes the point of ideal write current for a particular recording density is plotted instead of a fixed write current. This takes into effect the field spreading associated with higher write currents at higher recording densities and results in a more realistic view of the head's and media's capability. The head resolution is determined from the saturation curves and is the ratio of the head output voltage peak-to-peak at the highest bit density of interest to the head output voltage peak-to-peak at the lowest bit density of interest.

Resolution = $\frac{2F \text{ output voltage pp}}{1F \text{ output voltage pp}}$ for FM Codes

Resolution = $\frac{\text{All ones output voltage pp}}{\text{Isolated pulse output volt pp}}$ for NRZI

The Bit Density Curve may be divided into four regions as shown in Fig. 1. Region I covers the higher resolution area; Region II, the corner area; Region III, the poor resolution area; and Region IV, the very poor resolution area.

IV. CIRCUITRY

The type of circuit utilized for detecting the presence of a recorded bit changes with the region of operation. In Region I the read-back signals are essentially isolated pulses. The traditional detection scheme, which dates from the early 1950s, calls for an amplitude-sensitive circuit that removes the baseline area from the signal such that only the signal peaks above some threshold voltage.
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can be improved by using write asymmetrical declocking windows, which is despite high intersymbol interference, correctly write bits either early or late to resulting from intersymbol interference locking windows. Take advantage of the situation codes, where the clock bit is always characteristics of minimum bit shift for the led on both sides by a clock bit, and bit if the one bit is missing. The floppy this type of detector circuit.
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Fig. 4a. Is a block diagram of a region 2 detector.

Fig. 4b. Is the differentiated and limited head signal. The area bounded within $T_2$ results from a differentiated shoulder in Region 2 where $T_2 < \text{DELAY} < T_1$.

Region 1 so that those circuits may be utilized. However, some types can increase the noise content of the signal or worsen the signal-to-noise ratio because they emphasize the higher frequency noise. Media noise often reduces the benefits of using slimming filters.

Beyond Region 3 lies an area utilized by the magnetic tape industry almost exclusively. Again intersymbol interference is so great and resolution so poor that the signal is essentially a series of sinusoids. Bit shift is so great that normal declocking circuits cannot properly position a bit into its own time slot. Voicing techniques have been used, as illustrated in Fig. 5, that divide the limited differentiated signal into small time slots and then weigh the total count of each polarity against a criterion of the recording code used. Here the code becomes a part of the declocking scheme since the decision as to whether the bit was early or late depends on superposition.

V. CONCLUSIONS

From the foregoing it can be readily seen that a detection scheme may be designed for any portion of the Bit Density Curve. The skill of the recording circuit designer who knows the alternatives available to him in terms of bandwidth, signal-to-noise ratios, bit shift, declocking tolerances, data codes, and circuit types is just as important to a successful machine design as the head and media design. The history of data density increases is very impressive. Figures 6 and 7 show the trends over the past 20 years of digital magnetic disk recording. There have been breakthroughs in many areas of head design, air bearing design, disk surface finishes, coating formulations and processes, electronic components, positioning mechanisms and skills that have contributed to higher density data storage. The present use of a head mounted integrated circuit is the culmination of an idea that dates back to the late 1950s. It was technology before its time then, but it is a necessity today in terms of signal-to-noise ratios and bandwidths.

The future still appears to be in very high frequency, narrow track recording. Ferrite heads, which have permitted such high gains in recording density in the past, are reaching the limit of grain boundary dimensions in track width. Thin-film heads have the characteristics that will fulfill the need for higher track densities at substantially higher transfer rates. Again, the circuit block diagrams will need to be revised to accommodate the electrical signal characteristics from the thin-film heads.
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EFFECT OF BITSHIFT DISTRIBUTION ON ERROR RATE IN MAGNETIC RECORDING

Eric R. Katz, Member, IEEE, and Thomas G. Campbell, Member, IEEE

ABSTRACT
A formalism is presented which relates the intrinsic error rate of a digital recording channel to measurable channel parameters: inter-pulse interactions and signal-to-noise ratio. Experimental data is provided to support the theoretical model. Implementation of the formalism allows clear identification of recording channel limitations and provides a method for determining the most reliable use of the channel.

INTRODUCTION
The bit error rate achieved by a digital magnetic recording system is a valuable criterion to use in evaluating its performance. The bit error rate is defined as the fraction of bits detected in a bit stream that differ from those bits actually recorded in the media. It is a raw error rate which occurs before error correction, and includes errors in clock pulses as well as data pulses. The observed bit error rate in a real system results from the combination of many contributing effects, which include noise transients, media defects, overwrite, adjacent track pick-up, and external disturbances.
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However, even in the absence of these effects, the bit error rate can never be less than an intrinsic error rate, which is shown here to be dependent upon the bitshift distribution that results from the given implementation of the read/write head, media, and channel. This error rate is particularly significant because it identifies the best potential performance of the recording channel. This error rate has been discussed previously [1,2] in terms of the signal-to-noise ratio (SNR), but it is described here in terms of the inter-pulse interference as well as a more clearly defined SNR. By treating both of these contributions simultaneously, a more complete description of the error rate is obtained; and the importance of inter-pulse interference, which is determined by the readback pulse width, linear bit density, and the data encoding method, can be compared with the effects of SNR, which is dependent on the media and electronic noises and the recorded track width. This allows the channel performance to be optimized with respect to the various design parameters available.

THEORY

Consider the data recovery process in digital magnetic recording systems in which there is a series of bit intervals with one interval for each bit in the logic stream. These intervals are phase-locked to the average phase of the incoming signal to allow minor variations in the readback data rate. It is useful to think of each bit interval as a window in time; if a pulse is detected in a window, the bit is interpreted as a logic "one", otherwise, it is a logic "zero". In order to describe the relation between bit error rate and the system parameters, it is convenient to introduce the bitshift distribution. It is formed by taking all pulse peaks in a data stream and superposing their positions relative to their own data windows onto a single data
The bitshift distribution is therefore a histogram of the positions the pulse peaks in the individual bit windows with the horizontal axis representing the position in the time window; the vertical axis represents number of pulse peaks occurring at any given position with respect to the center of the intended time window. In the ideal case of a noiseless channel no inter-pulse interactions, there is no bitshift; the bitshift distribution is simply a delta function located at the center of the time window. This is shown in Figure 1a. In real systems, where pulses are packed closely together to maximize the data storage density, the effect of pulse interactions is to shift the positions of various pulses from the centers of their data windows by unique discrete amounts [3]. Figure 1b shows the splitting of the bitshift distribution for noninteracting pulses into several smaller peaks, some shifted forward in time, while others are shifted backwards. This "interaction-induced" bitshift is dependent on both the pulse density (the ratio of the pulse width to the interpulse spacing) and the patterns in the logic stream. Pulse peaks with symmetric environments, as in an "all ones" pattern, will have no pattern-induced bitshift; whereas pulse peaks with asymmetric peak environments will be shifted away from the center of the data window.

In addition to "interaction-induced" bitshift, the pulse peaks will be subject to additional bitshift due to the effects of noise according to:

\[
\frac{d}{dt} [S(t_0 + \Delta t) + n(t)] = 0
\]  

(1)

where \(S(t)\) is the signal waveform, \(t_0\) is the unperturbed position of the pulse peak, \(\Delta t\) is the bitshift, and \(n(t)\) is the noise voltage as a function of time. If \(S(t)\) is expanded in a Taylor series about \(t_0\), then to first order the
bitshift is given by:

$$|\Delta t| = \frac{n'(t_0)}{S_1''}$$  \hspace{1cm} (2)

where $n'(t_0)$ is the noise as measured after filtering and differentiation, and $S_1''$ is the second derivative of the signal waveform at the $i$th pulse. Consequently, every pulse peak in the logic stream is shifted in a manner that can be described by a probability density function, $P(t)$, which is related to $S_1''(t)$ and to $P(n')$, the probability distribution of the differentiated noise. Figure 1c shows the spreading of the bitshift distribution due to the "noise-induced" bitshift. The intrinsic error rate of the channel is simply the area of the tails of the bitshift distribution beyond $|T_W|$ normalized to the total area of the distribution, viz. the fraction of bits falling outside the intended window.

In cases where the noise has a Gaussian probability distribution and for times $t$ small with respect to the pulse width, one can show that the bisthift distribution is given by:

$$P(t) = \frac{1}{2} \sum A_i \left\{ \exp \left[ -\left( t - \tau_{1i} \right)^2 / 2 \tau_{2i}^2 \right] + \exp \left[ -\left( t + \tau_{1i} \right)^2 / 2 \tau_{2i}^2 \right] \right\}$$  \hspace{1cm} (3)

where the $A_i$ represent the fraction of pulse peaks in the $i$th local data pattern, the $\tau_{1i}$ are the bitshifts induced by inter-pulse interaction, and the $\tau_{2i}$ describe the broadening of the distribution due to the random noise according to (2). Equation (3) may also be considered to be the probability of finding any bit in the data stream displaced from the center of its data window by time $t$. The encoding method determines the number of terms in (3) as well as the size of the data window, and the structures of the data patterns allowed by the encoding method determine the magnitudes of the $\tau_{1i}$. The $\tau_{1i}$ may be
by using linear superposition of characteristic pulses, or by more methods [4,5]. The \( \tau_{2f} \), the RMS values of the noise-induced bitshifts are found from (2), with \( n'(t_0) \) replaced with the RMS value of the noise. Generally, the \( \tau_{2f} \) will be slightly different for each local data pattern, as the sharpness of the pulse peaks, \( S_i \), depends on the details of the pattern.

The bit error rate, the intrinsic error rate, is generally determined by examining the bit stream comprised of that data pattern in which the pulses undergo the greatest peak shift. In practice, this worst case pattern usually consists of pulses whose inter-pulse spacing alternates between the minimum interval and the minimum interval allowed by the code. The bitshift distribution for this data stream is:

\[
P(t) = \frac{1}{2} \left[ \exp\left( -\left( t - \tau_1 \right)^2 / 2\tau_2^2 \right) + \exp\left( -\left( t + \tau_1 \right)^2 / 2\tau_2^2 \right) \right]
\]

where \( \tau_1 \) is the "interaction-induced" bitshift for the above worst case pattern, \( \tau_2 \) is the corresponding RMS value for the "noise induced" bitshift. The intrinsic error rate is then:

\[
E = \frac{1}{2} \left[ \text{erfc}(\chi_-) + \text{erfc}(\chi_+) \right]
\]

where \( \chi_+ = (T_w + \tau_1) / \tau_2 \), \( \chi_- = (T_w - \tau_1) / \tau_2 \), and \( 2T_w \) is the data window width.

In the most general case the error rate may not have the erfc form, which resulted from the assumptions of a Gaussian probability distribution due to...
random noise and the retention of only three terms in the Taylor expansion of the pulse in the vicinity of the peak. In any case the error rate will be the value of the integral of the actual bitshift distribution for times larger than $|T_W|$:

$$E = \int_{-\infty}^{-T_W} P(t)\,dt + \int_{T_W}^{+\infty} P(t)\,dt.$$ (6)

The bitshift distribution $P(t)$ is found by solving (1) explicitly for $\tau_2i$ for each pattern allowed by the code, finding $\tau_1i$ for each data pattern, and by finally summing all terms as in (3) but with the proper functional dependence on time as dictated by the actual noise probability distribution. The noise probability distribution will have a Gaussian component from the random noise due to the media noise and broadband electronic noise, and may have other components from overwrite (partially erased earlier data) or adjacent track pick-up, which will generally have sinusoidal forms, as well as contributions from any other extraneous noise sources.

APPLICATION

A recording system may be evaluated directly by measuring the error rate as function of data window size. This information is obtained by using a data separator that runs at the data clocking rate and has an adjustable window width; the bits that fall outside of the chosen window are counted as errors. Fitting this data, taken at convenient window widths, to (5) determines $\tau_1$ and $\tau_2$; these parameters are then used with the actual data window in (5) to predict the operating error rate. The key point here is that the intrinsic error rate in most practical digital magnetic recording systems is too
directly in a reasonable time; however, it may be determined knowing the functional form of the error rate curve together form of the curve at small windows. A typical error rate m in Figure 2 with the range of obtainable data points indicated line and the intrinsic error rate identified as the value of the half width ($T_w$) of the data window. Figure 3 shows actual

in a Memorex 3650-type R/W interface using MFM code and a data window $= 52$ nsec. Two different patterns were measured and for each pattern is made with theoretical curves that were generated from (5) with $	au_2 = 2.0$ nsec being the parameters fitting the 101010...

$	au_1 = 4.1$ nsec and $	au_2 = 1.7$ nsec being the parameters fitting .. pattern. The limitation of the recording system due to noise en in the error rate curve for the 101010... pattern in which the the same symmetric environment and $	au_1$ is consequently zero.

Interaction effect is seen in the error rate curve for the 110110... which is the worst-case pattern for this particular code; the induced" error rate curve tends to be displaced toward the window edge equal to the "pattern-induced" bit shift. Thus, the relatively ion of the error rate curves at small window sizes is predominately ise-interaction effect, while the error rate curvature at large win-

Figure 4 compares error rate curves for dif-
gnal-to-noise ratios, which were obtained by displacing the head from the written track. The data in this figure, which was gener-
an IBM 3340-type interface having a track width of 65 μm, and a dow of $2T_w = 76$ nsec, shows that the slope of the error rate curve windows decreases as the SNR decreases, as expected. This is demonstrated in Figure 5, which gives the value of $\tau_2$ describing the curve as function of the displacement of the head from the written
The dotted line shows the expected variation of $r_2$ with the assumption that the head has a side-reading width of 5 μm.

While the experimental error rate curve can be used to determine the channel resolution and SNR, it also identifies other error mechanisms. Figures 6 and 7 illustrate the types of error rate dependences typically found for hard media defects and intermittent errors, respectively. One type of intermittent error is the "soft" media defect, where the magnitude of the signal loss is not sufficient to cause a complete bit dropout. However, the local degradation of the SNR results in a local broad error distribution that contains only the small number of bits affected. This distribution is shown schematically as the dotted line in Figure 7. Thus the shape alone of the error rate curve often distinguishes a deficiency in channel design from media defects or other intermittent errors.

Since the error rate curve identifies the recording channel limitations, the optimum implementation of the channel is facilitated. For example, the relative utility of different digital codes is evaluated directly by comparing the experimental error rate curves for the worst case data patterns for each code. The design of the recording channel may be optimized by constructing theoretical error rate curves for different values of pulse density and SNR. From these curves the error rates expected for various digital codes are compared and trade-offs are then made between linear bit density (pattern-induced bitshift) and track density (noise-induced bitshift) in maximizing the areal bit density for a given error rate. Likewise, the benefit of pulse narrowing equalization is estimated by inserting the reduced pulse width into the calculation for pattern-induced bitshift, and
using the lower SNR in the determination of the noise-induced bitshift, and then computing the combined effect on the overall intrinsic error rate. Consequently, improvements required in a recording channel can be estimated quantitatively with (5) and the resultant effects of pulse narrowing or a SNR enhancement are then verified by measuring the error rate curve for the modified channel.

CONCLUSIONS
An experimental technique for analyzing the recording performance of a digital magnetic recording channel has been described; the technique can determine very low error rates by extrapolation and also can detect anomalies such as media defects and recurring noise transients. A theoretical model has been presented to support the experimental method and this model can be used to predict the most effective utilization of a channel. The basis for comparison has been the channel error rate which is due to the combined effects of inter-pulse interactions and signal-to-noise ratio; and because this error rate exists for all recording channels, it has been called the "intrinsic error rate."
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JURE CAPTIONS

Fig. 1a  Bitshift Distribution for a data stream in a noiseless channel with no pulse interactions

Fig. 1b  Bitshift Distribution for a data stream in a noiseless channel with pulse interactions.

Fig. 1c  Bitshift Distribution with pulse interactions in a noisy channel. The intrinsic error rate is the area of the tails beyond $|T_w|$ normalized to the total area of the distribution.

Fig. 2  A typical error rate curve with the range of experimental points and intrinsic error rate illustrated.

Fig. 3  Error Rate Curves for two patterns taken with a Memorex 3650-type R/W interface.

Fig. 4  Comparison of error rate curves with differing signal-to-noise ratio. Data was obtained with an IBM 3340-type R/W interface.

Fig. 5  Increase in $\tau_2$ calculated from least-squares fit to data obtained with displacement of the head from the written track. The R/W interface is the same as in Fig. 4.

Fig. 6  Expected error rate curve when a hard media defect is present on the track. Solid curve is the observed error rate curve; dashed curves represent the two components comprising the overall error rate.
Fig. 7 Expected error rate curve for an intermittent error, such as a "soft" media defect.
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EXISTENCE OF CODES

A. CONVENTIONAL BLOCK CODES

\[ n \quad \text{number of cells in code word} \]
\[ d \quad \text{minimum number of zeros between adjacent transitions} \]
\[ m \quad \text{length of binary data word} \]
\[ 2^m \quad \text{number of data words of length } m \]

\[ CW(n, d) \quad \text{number of code words of length } n \text{ with restriction } d \]

\[
CW(n, d) = \sum_{i=1}^{R_{\text{max}}} \frac{(n-di)!}{i!(n-(d+i)i)!}
\]

\[ R_{\text{max}} \leq \frac{n}{d+1} \]

\[ DR \quad \text{density ratio} \]

\[ DR = \frac{m}{n} (d+1) \]

where \( m \leq \log_2 [CW(n,d)] \)
\[
\begin{array}{c|cccccccccc}
\text{Index} & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
\hline
\alpha_1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_2 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_3 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_4 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_5 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\alpha_6 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\alpha_7 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\alpha_8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\alpha_9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\alpha_{10} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\alpha_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{12} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{13} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{14} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{15} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{16} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{17} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{18} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{19} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{20} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{21} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{22} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{23} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{24} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{25} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{26} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{27} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]
BLOCK CODE POSSIBILITIES FOR USE IN MAGNETIC RECORDING ENCODING CIRCUITRY

<table>
<thead>
<tr>
<th>α</th>
<th>R_{max}</th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>C₄</th>
<th>C₅</th>
<th>C₆</th>
<th>CW</th>
<th>m</th>
<th>DR_{max}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7</td>
<td>2</td>
<td>0.80</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12</td>
<td>3</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>20</td>
<td>4</td>
<td>1.43</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>7</td>
<td>15</td>
<td>10</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>33</td>
<td>5</td>
<td>1.55</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>8</td>
<td>21</td>
<td>20</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>54</td>
<td>5</td>
<td>1.11</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>9</td>
<td>28</td>
<td>35</td>
<td>15</td>
<td>1</td>
<td>-</td>
<td>88</td>
<td>6</td>
<td>1.20</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>10</td>
<td>36</td>
<td>56</td>
<td>35</td>
<td>6</td>
<td>-</td>
<td>145</td>
<td>7</td>
<td>1.27</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>11</td>
<td>45</td>
<td>84</td>
<td>70</td>
<td>21</td>
<td>1</td>
<td>232</td>
<td>7</td>
<td>1.16</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>0.60</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>3</td>
<td>1.25</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>12</td>
<td>3</td>
<td>1.13</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>18</td>
<td>4</td>
<td>1.33</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>8</td>
<td>15</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>27</td>
<td>4</td>
<td>1.40</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>9</td>
<td>21</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>40</td>
<td>5</td>
<td>1.39</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>28</td>
<td>20</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>59</td>
<td>5</td>
<td>1.20</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>0.80</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>0.66</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>2</td>
<td>1.14</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>3</td>
<td>1.33</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>13</td>
<td>3</td>
<td>1.20</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>18</td>
<td>4</td>
<td>1.55</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>9</td>
<td>15</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>25</td>
<td>4</td>
<td>1.33</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>10</td>
<td>21</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>35</td>
<td>5</td>
<td>1.54</td>
</tr>
<tr>
<td>n</td>
<td>a</td>
<td>R_{max}</td>
<td>c_1</td>
<td>c_2</td>
<td>c_3</td>
<td>CW</td>
<td>m</td>
<td>DP_{max}</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>--------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>----</td>
<td>---</td>
<td>----------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>1.833</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>0.714</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>2</td>
<td>1.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>2</td>
<td>1.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>-</td>
<td>7</td>
<td>2</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>-</td>
<td>10</td>
<td>3</td>
<td>1.364</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>4</td>
<td>-</td>
<td>14</td>
<td>3</td>
<td>1.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>2</td>
<td>9</td>
<td>10</td>
<td>-</td>
<td>19</td>
<td>4</td>
<td>1.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>2</td>
<td>11</td>
<td>10</td>
<td>5</td>
<td>25</td>
<td>4</td>
<td>1.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>3</td>
<td>12</td>
<td>21</td>
<td>1</td>
<td>33</td>
<td>5</td>
<td>1.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>3</td>
<td>13</td>
<td>28</td>
<td>4</td>
<td>44</td>
<td>5</td>
<td>1.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>0.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>2</td>
<td>1.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>2</td>
<td>1.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>2</td>
<td>1.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>1</td>
<td>7</td>
<td>1</td>
<td>-</td>
<td>8</td>
<td>3</td>
<td>1.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>2</td>
<td>8</td>
<td>3</td>
<td>-</td>
<td>11</td>
<td>3</td>
<td>1.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>2</td>
<td>9</td>
<td>6</td>
<td>-</td>
<td>15</td>
<td>3</td>
<td>1.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>-</td>
<td>20</td>
<td>4</td>
<td>1.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>2</td>
<td>11</td>
<td>15</td>
<td>-</td>
<td>26</td>
<td>4</td>
<td>1.50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
8. Block Codes with Merging

$CW'(n,d)$ additional code words that can be formed when merging is allowed

$d \geq 2$

<table>
<thead>
<tr>
<th></th>
<th>$1$</th>
<th>$2$</th>
<th>$3$</th>
<th>$4$</th>
<th>$5$</th>
<th>$6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\beta_7$</td>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$\beta_8$</td>
<td>$1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

$CW(6,2) = 4 + 1 = 5$

$CW'(6,2) = 1 + 2 = 3$

$CW'(n,d) = \sum_{j=0}^{R'} \frac{(n-d-dj)!}{j!(n-d-(d+1)j)!}$

$R' \leq \frac{n-d}{d+1}$
<table>
<thead>
<tr>
<th>DATA WORD</th>
<th>INFLUENCE OF ADJACENT WORDS</th>
<th>TRANSITION POSITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Preceding</td>
<td>Following</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$\beta_7$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$\beta_8$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$\beta_9$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>n</td>
<td>d</td>
<td>$R_{\text{max}}$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>----------------</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>d</th>
<th>$R_{\text{max}}$</th>
<th>C₁</th>
<th>C₂</th>
<th>C₃</th>
<th>C₄</th>
<th>C₅</th>
<th>CW</th>
<th>R'+1</th>
<th>C₂'</th>
<th>C₃'</th>
<th>C₄'</th>
<th>C₅'</th>
<th>CW'</th>
<th>CW+CW'</th>
<th>m</th>
<th>DR_{\text{max}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>9</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>13</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>18</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>7</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>3</td>
<td>9</td>
<td>15</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>25</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>10</td>
<td>35</td>
<td>5</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>21</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>35</td>
<td>3</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>14</td>
<td>49</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>3</td>
<td>11</td>
<td>28</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>49</td>
<td>3</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>68</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>3</td>
<td>12</td>
<td>36</td>
<td>20</td>
<td>-</td>
<td>-</td>
<td>68</td>
<td>4</td>
<td>1</td>
<td>9</td>
<td>15</td>
<td>-</td>
<td>-</td>
<td>26</td>
<td>94</td>
<td>6</td>
</tr>
<tr>
<td>n</td>
<td>d</td>
<td>R_{max}</td>
<td>C_1</td>
<td>C_2</td>
<td>C_3</td>
<td>C_4</td>
<td>C_5</td>
<td>CW</td>
<td>R_{max}'</td>
<td>C_1'</td>
<td>C_2'</td>
<td>C_3'</td>
<td>C_4'</td>
<td>C_5'</td>
<td>CW'</td>
<td>CW'_{max}</td>
<td>\delta_{R_{max}}</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>----</td>
<td>---------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>----------</td>
<td>-----------------</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td></td>
<td>1.111</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td></td>
<td>1.500</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td></td>
<td>1.514</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>14</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td></td>
<td>1.667</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>2</td>
<td>9</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>19</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td></td>
<td>1.538</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>2</td>
<td>10</td>
<td>15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>25</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td></td>
<td>1.786</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>3</td>
<td>11</td>
<td>21</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>33</td>
<td>3</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>11</td>
<td></td>
<td>1.667</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td></td>
<td>1.333</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td></td>
<td>1.200</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td></td>
<td>1.636</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td></td>
<td>1.500</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>2</td>
<td>8</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>11</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td></td>
<td>1.384</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>2</td>
<td>9</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>15</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td></td>
<td>1.714</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>20</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>6</td>
<td></td>
<td>1.600</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>2</td>
<td>11</td>
<td>15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>26</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7</td>
<td></td>
<td>1.875</td>
</tr>
<tr>
<td>n</td>
<td>d</td>
<td>$T_{\text{min}}$</td>
<td>$T_{\text{max}}$</td>
<td>Bit Rate</td>
<td>Window Size</td>
<td>Clock Rate</td>
<td>DR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>---</td>
<td>-----------------</td>
<td>-----------------</td>
<td>----------</td>
<td>-------------</td>
<td>------------</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>T</td>
<td>2T</td>
<td>$\frac{4}{7}T$</td>
<td>$\frac{T}{2}$</td>
<td>$\frac{3}{4}T$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>T</td>
<td>4T</td>
<td>$\frac{3}{2}T$</td>
<td>$\frac{T}{3}$</td>
<td>$\frac{3}{4}T$</td>
<td>1.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>T</td>
<td>1T</td>
<td>$\frac{5}{4}T$</td>
<td>$\frac{T}{2}$</td>
<td>$\frac{3}{4}T$</td>
<td>1.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>T</td>
<td>$\frac{14T}{3}$</td>
<td>$\frac{3}{2}T$</td>
<td>$\frac{T}{3}$</td>
<td>$\frac{3}{4}T$</td>
<td>1.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>T</td>
<td>4T</td>
<td>$\frac{3}{2}T$</td>
<td>$\frac{T}{4}$</td>
<td>$\frac{4}{7}T$</td>
<td>1.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>T</td>
<td>$\frac{11T}{3}$</td>
<td>$\frac{9}{5}T$</td>
<td>$\frac{T}{6}$</td>
<td>$\frac{6}{7}T$</td>
<td>1.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>T</td>
<td>$\frac{16T}{3}$</td>
<td>$\frac{3}{7}T$</td>
<td>$\frac{T}{6}$</td>
<td>$\frac{6}{7}T$</td>
<td>2.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
APPLICATION OF CODES

Definitions

\( PW_{50} \) \quad Width at half maximum of isolated pulse

\( T \) \quad Bit to bit spacing of binary data (Bit rate \( = \frac{1}{T} \))

\( Tw \) \quad Window half width

\( Tp \) \quad Pattern-induced bitshift for "worst case" pattern

\( Ts \) \quad Noise-induced bitshift

\( T_{M1} \) \quad Window Margin to \( 10^{-10} \) error rate

\[ T_{M1} \approx Tw - (6.5 Ts + Tp) \]

For 3650:

<table>
<thead>
<tr>
<th>( PW_{50} ) (ns)</th>
<th>( T ) (ns)</th>
<th>( Tw ) (ns)</th>
<th>( Tp ) (ns)</th>
<th>( Ts ) (ns)</th>
<th>( T_{M1} ) (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10.4</td>
<td>26</td>
<td>2.9</td>
<td>1.94</td>
<td>9.5</td>
</tr>
</tbody>
</table>

\[ \frac{PW_{50}}{T} \approx 1.00 \]
More Definitions

\[ \frac{PW_{50} \text{ (CODED)}}{PW_{50} \text{ (MFM)}} \equiv \lambda \]

\[ \frac{PW_{50} \text{ (CODED)}}{(d+1)T_c} \equiv \kappa = \text{actual pulse density on disk} \]

\[ T_c = \text{code window size} \]

Density Ratio = \[ \frac{\text{length of data word}}{\text{length of code word}} = \frac{mT}{nT_c} \]

\[ = \frac{m}{n} \frac{(d+1)}{\lambda} \]
<table>
<thead>
<tr>
<th>λ</th>
<th>κ</th>
<th>d</th>
<th>$T_p$ (ns)</th>
<th>$T_s$ (ns)</th>
<th>$T_w$ (ns)</th>
<th>$T_{ml}$ (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>1</td>
<td>3.7</td>
<td>1.94</td>
<td>25.0</td>
<td>8.69</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>2</td>
<td>3.7</td>
<td>1.94</td>
<td>16.66</td>
<td>0.36</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>3</td>
<td>3.7</td>
<td>1.94</td>
<td>12.50</td>
<td>-3.81</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>4</td>
<td>3.7</td>
<td>1.94</td>
<td>10.0</td>
<td>-0.34</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
<td>5</td>
<td>3.7</td>
<td>1.94</td>
<td>8.33</td>
<td>-0.80</td>
</tr>
<tr>
<td>1.0</td>
<td>0.9</td>
<td>1</td>
<td>3.03</td>
<td>1.82</td>
<td>27.8</td>
<td>12.94</td>
</tr>
<tr>
<td>1.0</td>
<td>0.9</td>
<td>2</td>
<td>3.03</td>
<td>1.82</td>
<td>18.5</td>
<td>3.64</td>
</tr>
<tr>
<td>1.0</td>
<td>0.9</td>
<td>3</td>
<td>3.03</td>
<td>1.82</td>
<td>13.9</td>
<td>-0.96</td>
</tr>
<tr>
<td>1.0</td>
<td>0.9</td>
<td>4</td>
<td>3.03</td>
<td>1.82</td>
<td>11.11</td>
<td>-0.80</td>
</tr>
<tr>
<td>1.0</td>
<td>0.9</td>
<td>5</td>
<td>3.03</td>
<td>1.82</td>
<td>9.26</td>
<td>-0.80</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>1</td>
<td>2.41</td>
<td>1.71</td>
<td>31.25</td>
<td>17.72</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>2</td>
<td>2.41</td>
<td>1.71</td>
<td>20.8</td>
<td>2.27</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>3</td>
<td>2.41</td>
<td>1.71</td>
<td>15.6</td>
<td>2.10</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>4</td>
<td>2.41</td>
<td>1.71</td>
<td>12.5</td>
<td>-1.03</td>
</tr>
<tr>
<td>1.0</td>
<td>0.8</td>
<td>5</td>
<td>2.41</td>
<td>1.71</td>
<td>10.9</td>
<td>-0.80</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>1</td>
<td>1.84</td>
<td>1.61</td>
<td>35.75</td>
<td>23.45</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>2</td>
<td>1.84</td>
<td>1.61</td>
<td>23.8</td>
<td>11.5</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>3</td>
<td>1.84</td>
<td>1.61</td>
<td>17.9</td>
<td>-5.6</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>4</td>
<td>1.84</td>
<td>1.61</td>
<td>14.3</td>
<td>2.0</td>
</tr>
<tr>
<td>1.0</td>
<td>0.7</td>
<td>5</td>
<td>1.84</td>
<td>1.61</td>
<td>11.9</td>
<td>-0.4</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>1</td>
<td>1.0</td>
<td>1.45</td>
<td>50.0</td>
<td>39.6</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>2</td>
<td>1.0</td>
<td>1.45</td>
<td>33.3</td>
<td>22.9</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>3</td>
<td>1.0</td>
<td>1.45</td>
<td>25.0</td>
<td>14.6</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>4</td>
<td>1.0</td>
<td>1.45</td>
<td>20.0</td>
<td>9.6</td>
</tr>
<tr>
<td>1.0</td>
<td>0.5</td>
<td>5</td>
<td>1.0</td>
<td>1.45</td>
<td>16.6</td>
<td>6.2</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$K$</td>
<td>$\alpha$</td>
<td>$T_p$ (ns)</td>
<td>$T_s$ (ns)</td>
<td>$T_w$ (ns)</td>
<td>$T_{HI}$ (ns)</td>
</tr>
<tr>
<td>----------</td>
<td>-----</td>
<td>---------</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>-------------</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>1</td>
<td>2.73</td>
<td>1.82</td>
<td>25.0</td>
<td>10.44</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>2</td>
<td>2.73</td>
<td>1.82</td>
<td>16.66</td>
<td>2.10</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>3</td>
<td>2.73</td>
<td>1.82</td>
<td>12.5</td>
<td>-2.06</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>4</td>
<td>2.73</td>
<td>1.82</td>
<td>10.0</td>
<td>***</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>5</td>
<td>2.73</td>
<td>1.82</td>
<td>8.33</td>
<td>***</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>1</td>
<td>1.93</td>
<td>1.71</td>
<td>25.0</td>
<td>11.95</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>2</td>
<td>1.93</td>
<td>1.71</td>
<td>16.66</td>
<td>3.61</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>3</td>
<td>1.93</td>
<td>1.71</td>
<td>12.5</td>
<td>-0.55</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>4</td>
<td>1.93</td>
<td>1.71</td>
<td>10.0</td>
<td>***</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>5</td>
<td>1.93</td>
<td>1.71</td>
<td>8.33</td>
<td>***</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>1</td>
<td>1.29</td>
<td>1.61</td>
<td>25.0</td>
<td>13.24</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>2</td>
<td>1.29</td>
<td>1.61</td>
<td>16.66</td>
<td>4.90</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>3</td>
<td>1.29</td>
<td>1.61</td>
<td>12.5</td>
<td>0.74</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>4</td>
<td>1.29</td>
<td>1.61</td>
<td>10.0</td>
<td>-1.76</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7</td>
<td>5</td>
<td>1.29</td>
<td>1.61</td>
<td>8.33</td>
<td>***</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>1.45</td>
<td>25.0</td>
<td>15.07</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>2</td>
<td>0.5</td>
<td>1.45</td>
<td>16.66</td>
<td>6.73</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>3</td>
<td>0.5</td>
<td>1.45</td>
<td>12.5</td>
<td>2.57</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>4</td>
<td>0.5</td>
<td>1.45</td>
<td>10.0</td>
<td>0.07</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>5</td>
<td>0.5</td>
<td>1.45</td>
<td>8.33</td>
<td>-1.6</td>
</tr>
</tbody>
</table>
CONCLUSIONS

1. Many codes exist with density ratio greater than, or equal to 1.50.

2. Implementation of any data compression code with $d > 2$ would be very difficult.

3. Implementation of a data compression code with $d = 2$ would require pulse equalization.

4. Implementation of a data compression code with $d = 1$ would not provide attractive density enhancement.
Code Performance and Head/Media Interface

R.D. FISHER, Member IEEE, and J.J. NEWMAN, Member IEEE

The limitations of selected run length limited codes relative to digital recording density at given error rates are examined with a hard disk system interface. This paper presents a method for the use run length limited codes on the basis of error rate as a function of linear density. Experimental measurements of the intrinsic error rate of the maximum linear density were verified with theoretical analysis of the code to determine the practical data density limitations upon the system configuration. The effectiveness of the codes is either by the noise characteristics and for pattern induced peak 3% increase in linear density at an error rate of 10^{-10} can be by the proper choice of code relative to MFM without changing the hard disk system interface.

I. INTRODUCTION

The operational performance of digital disc recording systems may be optimized by implementing the proper encoding scheme. Disc storage systems generally utilize decoding by peak detection within a phase locked loop timing window. Data pulse patterns are shifted in relative to the detection window due to pattern induced shift, media noise, etc., which may result in errors [1], [2]. The linear density or data transfer rate increases (given y), the available window for peak detection decreases. For a given recording system, the reduced window is to increase the error susceptibility. In high density systems, it is desirable to minimize pulse crowding effects by the spacing between consecutive magnetic transitions. However, the error rate probability depends on both pulse train induced peak shift and signal to noise ratio. This paper describes a method for characterizing a given head/disk system interface relative to error rate and provides a method selecting a code for the maximum linear density with error rates without altering the system.

II. CODE CHARACTERISTICS

Run length limited codes convert N data bits into C code bits the constraint that consecutive code bits or magnetic transitions are separated by at least d, but not more than K, empty transition intervals or detents. Codes of this type can further reduce or minimize peak shift by separating consecutive transitions. In the data period is T, the minimum and maximum limit values between consecutive transitions are T_{min} = (N/C)(1-1/T) and T_{max} = (N/C)(d+1). The transition window, T_{w}, and the clock rate are defined by T_{w} = C/NT and clock rate = 1/T_{w} = C/NT = (C/N)(1/T). Code density or density ratio can be defined as the ratio of the maximum number of data bits to the maximum number of transitions or filled detents. i.e., E = B/FCI_{max} = (N/(d+1))/T_{min}/T. A summary of parameters for selected run length limited codes are shown in Table I [4], [5], [6].

### TABLE I

<table>
<thead>
<tr>
<th>N</th>
<th>C</th>
<th>d</th>
<th>k</th>
<th>T_{min}</th>
<th>T_{max}</th>
<th>T_{w}</th>
<th>E</th>
<th>Clock Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>T</td>
<td>2T</td>
<td>0.5T</td>
<td>1</td>
<td>2/2T</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1.5T</td>
<td>6T</td>
<td>0.5T</td>
<td>1.5</td>
<td>2/2T</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1.5T</td>
<td>4T</td>
<td>0.5T</td>
<td>1.5</td>
<td>2/2T</td>
</tr>
</tbody>
</table>
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III. EXPERIMENTAL

The operational performance of digital recording systems is directly related to the transition error rate (BER for MFM). For peak detection systems utilizing a phase-locked loop generated timing window as in disc data systems, the transition error rate is defined as the number of transitions in a data stream which occur outside of the system detection window per transition. These errors are dependent on the signal to noise ratio, pattern induced peak shift, signal processing and detection window width. Therefore, in order to determine the system transition error rate, a marginalized VFO (MVFO) which is designed to count an flux transitions in a data stream occurring outside a preset but variable detection window was utilized. The results of this measurement for a system with the characteristics given in Table II are plotted as error rate versus detection window in Fig. 1. The MVFO plots were obtained using a worst case flux reversal pattern (110110...)-10c four disc radii. The minimum detection window required to assure error rates to 10^{-6} was determined directly. Error rates less than 10^{-6} can be obtained by extrapolation of the exponential portion of the MVFO plots on semilog paper as shown.

![Fig. 1 MVFO Curves of Errors per Bit vs. 1/2 Detection Window at Four Radii](image)

### TABLE II

<table>
<thead>
<tr>
<th>PW50</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>112 nsec</td>
<td>2.4 MHz to 8.2 MHz</td>
</tr>
</tbody>
</table>

Vel. = 1508 ips SNR = 23 dB Peak/rms @ 4 inch radius (after differentiation)

The FCI content varies as a function of radii (6400 x 4/R). Since the MVFO plots are on an error/track basis, the window for a given error rate can be read directly from the MVFO plots and replotted versus their relative FCI, (Fig. 2). The half window required as a function of FCI for error rates from 10^{-6} to
which of the shown system where \( T_n \) is a constant for each error rate.

The behavior of the required detection window versus FCI curves indicate that at low linear densities, the window is essentially constant for each error rate, i.e., independent of CI. This constant window at each error rate can be attributed to the subsystem SNR (media, head, electronic noise, etc.). At high linear densities, the window versus FCI at various error rates rapidly increases from the additional effects of pattern induced peak shift (adjacent pulse interaction). An analysis of the experimental detection window as a function of flux transition density shows that the resultant curves may be fit with a series of exponential functions. Over the limited range of transition densities and error rates investigated, the experimental data can be well approximated by an equation of the form:

\[
T_w = A \exp(M FC1 \times 10^{-3}) + b
\]

At a given error rate, A, M, and b are constants. These constants for the experimental system were found to be 0.158, 0.512 and 15.2 respectively (error rate \( 10^{-10} \)) with a correlation coefficient of 0.99. Values of b can be obtained to fit the curves at each error rate (10^4 to 10^12) and provide a means of extrapolating around the measured points. The value of \( A + b \), which is constant for each error rate, is equivalent to the extrapolation of the detection window to zero FCI. This value may be attributed to the system noise induced peak shift \( T_n \) which includes media noise, electronics noise, VFO jitter, etc., but obviously excludes pattern induced peakshift. The accuracy of the extrapolation to zero FCI can be verified by utilizing the expression by Tamura, et al.[7]

\[
T_n = \frac{1}{2\pi f_s} \sin^{-1} \left( \frac{1}{S/N} \right)
\]

where \( T_n \) is the noise induced peakshift, \( f_s \) is the maximum signal frequency and \( S/N \) is the signal to noise ratio of the system (peak signal to RMS noise). Using this equation with the appropriate sigma value (Gaussian approximation), the theoretical and experimental values can be compared as shown in Table III.

\[
\begin{array}{cccc}
\text{Sigma Value} & \text{Error Rate} & \text{Theoretical } T_n \text{ (nsec)} & \text{Experimental } T_n \text{ (nsec)} \\
5.61 & 10^{-8} & 13.55 & 13.5 \\
6.36 & 10^{-10} & 15.50 & 15.2 \\
7.03 & 10^{-12} & 17.28 & 17.2 \\
\end{array}
\]

The window required for an error rate at a given linear density can be considered to consist of two parts due to pattern induced peak shift, \( T_p \) and noise, \( T_n \). Consequently, at a given error rate and linear density, the minimum detection window must meet the condition:

\[
\frac{1}{2} T_{w_{\text{min}}} = |T_p| + |T_n|
\]

Therefore, the peak shift can be obtained by subtracting \( T_n \) from the minimum detection window in Fig. 2 as

\[
|T_p| = \frac{1}{2} T_{w_{\text{min}}} - |T_n|
\]

The experimental peak shift (worst case pattern) may then be plotted as a function of linear density as shown in Fig. 3. Peak shift values from Fig. 3 compare within \( \pm 1 \) nsec up to 7500 FCI with values calculated for linear superposition of Lorentzian pulses.

The expression for the code half detection window value can be derived as

\[
\frac{1}{2} T_w = \frac{1}{2V(d+1)FCI}
\]

The code detection window curves are shown plotted on Fig. 2. The maximum linear transition densities defined by the intersection of the code window curves at each error rate may then be converted to data bit density through the code parameters using the relation

\[
B = \frac{N}{C}(d+1)FCI
\]

and plotted as shown in Fig. 4.

The following comparisons are made assuming no change in system characteristics or detection scheme. Examination of Fig. 4 indicates the MFM code, \((1,2,1)\), exhibits a limiting density of 7450 bpi; the \((3,6,2)\) and \((1,2,2)\) codes exhibit a limiting
V. CONCLUSIONS

For determining code performance based on the detection window versus transition density at rates has been presented. The experimental data critical calculations of system noise induced peak variations of pattern induced peak shift by simple position. The method allows for determination as to recording performance is limited by the system shift characteristics.

Based simply on the code efficiency, the (3,6,2)/(1,2,2) codes should exhibit a 50% increase in linear density; and the (2,3,1) code a 33% increase in linear density relative to MFM. However, it can be seen from the experimental results that, although the (2,3,1) code does exhibit a 33% increase in density as suggested by the efficiency; the (3,6,2)/(1,2,2) codes only increase the linear density by 22 to 26%. This may be attributed to the fact that the experimental system was noise dominated, i.e., $T_n > T_p$ at the maximum operating FCI; and therefore, relative window width has a more significant effect on maximum linear density than efficiency.
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High performance in magnetic media demands much from conventional encoding methods, but each method has its own disadvantages; yet a simple encoding technique for mass storage has a number of attractive characteristics distinctly its own.

New Method for Magnetic Encoding Combines Advantages of Older Techniques

Arvind M. Patel
General Products Division
IBM Corporation
San Jose, California

A unique method of magnetic recording combines two advantages not both found in previous methods—absence of a dc component in the signal read from tape, and maintenance of a high recording efficiency on the tape itself. In addition, the method retains principal advantages of previous methods in that it is self-clocking for any pattern of recorded data and is not seriously affected by baseline or peak shift in the readback signal.

Called zero modulation or ZM, the method is used in the IBM 3850 Mass Storage System (see box at right). This machine reads and writes on a magnetic surface with a rotating read/write head. Rotation requires transformer coupling, which cannot handle a dc component; therefore an encoding method that imposes neither a dc component nor the disadvantages of other techniques is required. ZM is a significant improvement over earlier encoding methods, some of which merely assigned transitions of magnetic polarity to bits in some more or less straightforward way and often achieved a new advantage at the expense of an old one. These methods included non-return-to-zero inverted (NRZI), phase encoding (PE), group-coded recording (GCR), frequency modulation (FM), and modified frequency modulation (MFM), sometimes called delay modulation. Zero modulation uses sophisticated coding of data to match idiosyncracies of the magnetic recording channel with waveform properties of the recorded signal.

Importance of efficiency and the absent dc component is brought out when ZM is compared with some earlier codes. NRZI, for example, is the simplest en-

Honeycomb Storage

The IBM 3850 is a mass storage system that serves as a virtual storage medium supporting magnetic disc files, in much the same way as the discs serve as virtual storage supporting main memory. It consists of an array of data cartridges about 2 in. in diameter and 4 in. long with a capacity of 50 million characters each. Although the cartridge contains a length of magnetic tape, stored data are organized in cylinders analogous to those of a disc file, and can be transferred to the disc file a cylinder at a time—that is, without moving the disc read/write heads during the transfer. Up to 4720 cartridges are stored in hexagonal compartments in a honeycomb-like apparatus that includes a mechanism for fetching cartridges from the compartments, reading or writing data on them, and replacing them.
coding method, used on 3/4-in. wide magnetic tape at data recording densities up to 800 bits/in.\textsuperscript{1} Presence or absence of a transition in the NRZI magnetic waveform corresponds to 1 or 0 respectively in the binary data stream (Fig. 1); successive magnetic transitions, which alternate in polarity, produce alternately positive and negative electric pulses in the readback signal, nominally symmetric about a base line. Principal drawback of NRZI is that long strings of 0s are recorded as correspondingly long periods with no magnetic transitions, and hence no pulses in the readback signal; the read clock can lose synchronization during those periods. Furthermore, wideband circuits with dc response are required for signal processing and data detection.

NRZI is also subject to a more subtle difficulty: baseline and peak shift, alluded to previously. At high densities, the readback pulses produced by a string of consecutive 1s tend to interfere with one another. When such a string of 1s is preceded or followed by a string of consecutive 0s, this interference is asymmetrical, causing the first or last few pulses to have larger amplitudes; thus the base line appears to drift. A similar shift can arise from a string of consecutive 0s if the dc response of the electronic circuitry is slightly off specification. Interference also causes the pulses to seem to slide into the signal-free zone occupied by the 0s, creating a displacement in time of the pulse peaks. This peak shift can be a significant fraction of the nominal time between bits.

Phase encoding (PE)\textsuperscript{2} was devised to alleviate these problems, and is used on 3/4-in. tapes recorded at 1600 bits/in. In PE a 1 corresponds to an up-going transition and a 0 to a down-going transition at the center of the bit cell. Where two or more 1s or 0s occur in succession, extra transitions are inserted at the bit-cell boundaries. Resulting waveform is self-clocking and has no dc component, since the waveform in each bit cell has up (positive) and down (negative) signal levels of equal duration. However, PE requires twice the transition density of the NRZI method for a random data pattern. Thus recording efficiency is poor.

Frequency modulation has transitions at every bit-cell boundary. However, although FM is similar to PE in all waveform properties, the 1 and 0 correspond to a presence or absence, respectively, of any transition at the center of the corresponding bit cell, rather than to an up or down transition. In the IBM 3330 disc file FM has been supplanted by MFM, or delay modulation, which provides enough clocking transitions without doubling the transition density. In MFM (as in FM) a 1 and a 0 correspond to the presence or absence, respectively, of a transition in the center of the corresponding bit cell. However, additional transitions at the cell boundaries occur only between bit cells that contain consecutive 0s. This method retains an adequate minimum rate of transitions for clock synchronization without exceeding the maximum transition density of NRZI, but at the cost of a more complex data detection process. An additional disadvantage is the dc component, with indefinitely large accumulated dc charge for some data patterns such as 0110110110... .

Modified forms of NRZI include synchronized NRZI (S-NRZI), and group-coded recording (GCR) used to record magnetic tape at 6250 bits/in.\textsuperscript{4} In these methods, the data stream is precoded by adding bits to break up long strings of 0s. In S-NRZI, a 1 extends each 8-bit group to nine bits and establishes a synchronization transition. In GCR, each 4-bit group is mapped into five bits using a fixed assignment that guarantees that the coded data stream never contains more than two consecutive 0s. Detection process for both methods is the same as for NRZI, but maximum transition density is necessarily higher, and the dc component can be quite prominent.

---

**Fig. 1** Conventional waveforms. NRZI is the simplest waveform, but requires a wideband amplifier for processing, since it has a substantial dc component. This and other difficulties are overcome with PE and FM encoding, at the cost of high transition density—up to two transitions per bit. Variations on FM reduce number of transitions, but reintroduce the dc component.
Advantages of ZM

Zero modulation encoding produces waveforms that closely match characteristics of the magnetic recording channel. Among these characteristics (Table 1) are:

<table>
<thead>
<tr>
<th>Encoding Method</th>
<th>Range of Pulse Widths in Waveform</th>
<th>Transition Density + Bit Density</th>
<th>Pulse Width Bandwidth</th>
<th>Bit Cell Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRZI</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>PE or FM</td>
<td></td>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>MFM</td>
<td></td>
<td></td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>S-NRZI</td>
<td></td>
<td></td>
<td>1.125</td>
<td>4</td>
</tr>
<tr>
<td>GCR</td>
<td></td>
<td></td>
<td>1.25</td>
<td>5</td>
</tr>
<tr>
<td>ZM</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Minimum energy at low frequencies—achieved because the long-term dc component is 0, and maximum accumulated unbalance between positive and negative pulse durations of the waveform is small. This helps alleviate baseline shift of high density read signals.

Narrow bandwidth—conserved by constraining pulse width and ratio of maximum to minimum pulse width. This helps reduce the problem of peak shift. Resulting read signal amplitude is relatively uniform—that is, it has a small dynamic range for any kind of data stream.

Adequate transition rate—as a consequence of the constraint on the maximum pulse width, a clock signal can be derived from the transition rate.

High efficiency—ratio of highest transition density to bit density is close to 1. With NRZI and MFM the ratio is exactly 1, and with other codes it is fractionally higher, rising to 2 for PE and FM.

Reliable Error Checking—as a consequence of these characteristics and various other constraints of the method, the code structure of ZM is such that error checking is easy and reliable.

Zero Modulation Algorithm

The ZM algorithm can be readily implemented by a practicing engineer with the information that follows. Theoretical details and proofs have been published elsewhere. The ZM algorithm maps every data bit sequentially into two binary digits in such a way that any two consecutive 1s are separated by at least one and at the most three 0s. This sequence is recorded in NRZI. Consequently, the narrowest pulse in the ZM waveform spans two digits in the coded sequence, and this is the width of the data-bit cell. Similarly the widest pulse spans four digits, which is twice the narrowest pulse width. The resulting waveform is similar to that of MFM.

This limited range of pulse widths corresponds to a narrow bandwidth for the waveform, and the narrow bandwidth has obvious electronic advantages. Short "pieces" of the waveform of one polarity are always balanced very soon by equally short pieces of the waveform with the opposite sign. Two such sections taken together make up a section with a zero dc component, and the waveform made up of such balanced sections contains minimal energy at low frequencies.

A quick way to estimate the amount of dc in a train of rectangular pulses representing data encoded in ZM or any other code is to count positive- and negative-going excursions, giving a value of ±1 to the narrowest pulses, ±2 to pulses twice as wide, and so on. This corresponds to integrating the waveform mathematically, or collecting charge on a capacitor fed by a current with the given waveform. If the total strays far from 0, the dc component is present. Under the zero modulation algorithm, the total changes sign frequently and never exceeds ±3, corresponding to the limit of three 0s between any pair of 1s.

Two-for-one mapping is a nonlinear function of the preceding and following data sequences and requires an encoder with memory. In a practical implementation, amount of memory can be limited as desired by adding a small amount of redundancy. In its functional form, however, the ZM algorithm, in general, requires unlimited memory.

The algorithm can be described in terms of a data bit to be encoded, one preceding and one following data bit, and the two coded digits corresponding to the preceding data bit; and in terms of two parity functions that look ahead and back relative to the
#### ZM Algorithm With Limited Memory

Look-back parity is accumulated from the number of 0s simply by updating at every 1-bit storage cell as data bits are encoded. However, look-ahead parity depends on the length of a string of 1s in the following data sequence. Since the algorithm imposes no limit on the length of this string, memory requirement for computation of P(A), in general, is unlimited. However, a variant of the basic ZM algorithm limits the memory requirement to any specified number of bits.

When accumulated look-back parity P(B) = 0, encoding functions become independent of the look-ahead sequence:

\[
\begin{align*}
    a &= D_1 + D_2 + D_3 \\
    b &= D_4
\end{align*}
\]

To force P(B) to 0, a digit, P, can be inserted in a continuous data stream at fixed intervals of f bits. This insertion implies that look-ahead parity, P(A), of the sequence of 1s at the end and beginning of any section of f + 1 bits has no effect on ZM mapping in the modified data sequence. In Fig. 3, some values of P(A) are denoted by φ indicating a “don't care” value when P(B) = 0. The only sequences of 1s affecting the mapping, then, are those between two 0s in the same section of f + 1 digits. The longest such sequence is f - 1 digits long. Thus, the memory required to compute P(A) is f - 1 bits.

Thus, to limit the amount of memory, the ZM algorithm is given two important modifications: First, an extra P-bit with the value of P(B) at position f is inserted at the end of every section of f data bits being encoded. Look-ahead parity, P(A), is the count modulo 2 of 1s in the data stream beginning with the data bit being encoded and counting forward to the next 0 bit; look-back parity, P(B), is the count modulo 2 of all 0s in the data stream from its beginning up to the present bit. For example, in the data sequence 01011110, P(A) = 1 at the second, fifth, and seventh bits from the left, P(A) = 0 at all 0 bits and all the other 1 bits; while P(B) = 1 at the first, second, and eighth bits and 0 elsewhere.

These rules can be translated into encoding and decoding functions expressed either in the form of tables or as equations (Table 2). In both, the symbol d represents a data bit; a and b, coded digits; and subscripts -1, 0, and +1, preceding, current, and following bits, respectively. For convenience, the nonexistent bit preceding the first data bit is assumed to be 1 and its look-back parity is 0; the nonexistent bit following the last bit is 0.

The example (Fig. 2) illustrates the relationships among the various parameters of the data sequence and the corresponding ZM waveforms.

Although the ZM waveform looks similar to the MFM, or delay modulation, waveform, the important difference is that the MFM waveform contains a dc component, and the accumulated charge often increases indefinitely, whereas the maximum accumulated charge in the ZM waveform is ±3 units.

### Table 2

**Encoding and Decoding Algorithms**

<table>
<thead>
<tr>
<th>Encoding Algorithm</th>
<th>Condition</th>
<th>d₀₀</th>
<th>d₀₁</th>
<th>d₁₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>d₀₀ + 0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>d₀₁ + 1</td>
<td>0</td>
<td>d₁₀</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>d₁₀ + 0</td>
<td>0</td>
<td></td>
<td>d₀₀</td>
</tr>
<tr>
<td>1</td>
<td>d₀₀ + 0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>d₀₁ + 1</td>
<td>0</td>
<td>d₁₀</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>d₁₀ + 0</td>
<td>0</td>
<td></td>
<td>d₀₀</td>
</tr>
<tr>
<td>0</td>
<td>d₀₀ + 0</td>
<td>0</td>
<td></td>
<td>d₀₀</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decoding Algorithm</th>
<th>Condition</th>
<th>d₀₀</th>
<th>d₀₁</th>
<th>d₁₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>d₀₀ + 0</td>
<td>0</td>
<td>d₀₁</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>d₀₀ + 0</td>
<td>0</td>
<td>d₁₀</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>d₀₀ + 0</td>
<td>0</td>
<td></td>
<td>d₀₀</td>
</tr>
<tr>
<td>0</td>
<td>d₀₀ + 0</td>
<td>0</td>
<td></td>
<td>d₀₀</td>
</tr>
<tr>
<td>0</td>
<td>d₀₀ + 0</td>
<td>0</td>
<td></td>
<td>d₀₀</td>
</tr>
</tbody>
</table>

Fig. 2 Basic zero modulation. Substituting two encoded bits for each data bit on the basis of information in preceding and following bits, and recording the encoded bits in NRZI form, eliminates the dc component without other waveforms' disadvantages. However, since it places no constraints on the data pattern, it can require an infinitely large memory for implementation.
bits. Second, computation of $P(A)$ at any data bit extends only to the following $f - 1$ data bits, as a binary logic function of the data stored in $f$ bits of memory:

$$P(A) = a_{f-1} + a_{f-2} + a_{f-3} + \ldots + a_0$$

where $t = f$ if $f$ is even and $t = f - 1$ if $f$ is odd. Look-back parity is merely a count of 0s as in the case for unlimited memory.

Encoding process is delayed by $f$ bit periods in a continuous stream of data, while the memory is loaded for computing $P(A)$, but the decoding process is delayed by only one bit period. Thus decoding errors in ZM do not propagate.

In the diagram, a value of $f = 8$ is assumed for illustrative purposes; but in fact, the value of $f$ has no theoretical limits. As described later, a shift register delays each bit while look-ahead parity is generated. Small values of $f$ require short shift registers and encode data quickly; however they add a larger proportion of redundancy in the form of the extra P-bit than do large values. Nevertheless, they may be convenient in some applications. For efficient utilization of the magnetic recording medium, large values of $f$—eg, 100 or more—are mandated. Although they impose substantial encoding delays, these are still negligible compared to the access time of a mass storage system, which is measured in seconds. Large values of $f$ do not necessarily imply complex encoding logic; the look-ahead parity generator merely counts the bits as they pass, and a monolithic shift register is relatively inexpensive.

### Synchronization Signal

When reading, a ZM waveform is decoded into a data sequence with the help of a clock, which is usually derived from the waveform. A synchronizing signal of sufficient length and recognizable ending is useful in marking the beginning of data. A similar resynchronizing signal may also be inserted at predetermined intervals in the waveform, such as at ZM memory boundaries, for protection in case of temporary loss of synchronization in magnetic defects.

Several characteristics are required of the synchronization signal:

1. It must be distinctive enough not to be confused with the normal data waveform in its original or shifted position.
2. It must satisfy the ZM constraints of maximum and minimum pulse widths.
3. It must have no net dc component over its length, although unlike the encoded data, the integrated total may exceed three units within itself. The accumulation may be four, five, or six units (or even more if the synchronization signal is short and infrequent).
4. Basic synchronization signal should be reasonably short and the endings compatible with the ZM algorithm for insertion at the memory boundary without modification.

These specifications could be easily satisfied if some binary sequence were known to be inadmissible as data. However, no such sequence is possible for serial data. Alternatively, a synchronizing signal can be chosen from inadmissible sequences in ZM-coded patterns. These sequences must satisfy the ZM pulse-width constraint but may exceed the maximum charge constraint.

Among the sequences that satisfy the ZM run-length constraints, 0 0 1 0 1 0 0 0 1 0 1 0 0 0, either forward or backward, is the shortest that does not occur in any ZM pattern. Any pattern containing one of these sequences can be used as a synchronizing pattern. Two examples are:

$$W_1 = 0 1 0 0 0 1 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 1$$
$$W_2 = 0 1 0 0 0 1 0 0 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 0 1$$

The second of these does not satisfy specification 3. Both examples begin and end with 01, and can be padded by any number of 01 digit pairs if desired for clocking. These endings also allow the synchronization signal to be placed at the ZM memory boundary without modification.

In actual application, the synchronization pattern is placed at predetermined intervals at ZM memory boundaries. In case of synchronization loss, the clock is regenerated by the read waveform as soon as the defect or other cause has passed. With the clock running, the signal detector can produce the binary ZM pattern, but the pattern cannot be decoded until the synchronization pattern re-establishes the ZM pair relation with respect to the clock. If the clock is found to be out of synchronization, ie, one ZM digit out of step with the read signal, its complement may be used for decoding.
Error Check in ZM Patterns

Patterns of digits generated by the ZM algorithm satisfy various constraints, including parity in the case of ZM with limited memory. These constraints provide a powerful check capability for bit-detection errors and synchronization errors at the receiver.

Because error-free ZM patterns possess run lengths of one, two, or three 0s between two 1s, two consecutive 1s indicate a pick-up, or a 0 incorrectly read as 1, while four or more consecutive 0s signal a drop-out error. Acquisition of excessive dc charge can be detected with an up-down counter that increments for every code bit position recorded with a positive level, decrements likewise when the level is negative, and signals an error if the total exceeds ±3 at any time. An alternative method of implementing this check has been worked out. Finally, value of P(B) and charge value must both be 0 at the memory boundary—a simple but effective check on both synchronization and random errors. These two checks at the memory boundary are equivalent in the sense that neither detects any error missed by the other as long as the checking circuits are working properly. Error checking of ZM patterns at the receiver, an additional benefit derived from the stringent ZM constraints, need be implemented only to enhance reliability even further.

Implementation of ZM Algorithm

In a ZM encoder (Fig. 4), the first step is to modify the binary data sequence by inserting the P-bit at fixed intervals of f bits. The P-bit is the value of P(B) at count f, computed by a simple latch triggered by each 0 in the data stream. At count f + 1, the P-bit is inserted in the data stream, and the P(B)-latch and counter are reset to 0. The modified data stream passes through a shift register f bits long, which stores the previous and current data bits and the following f − 2 data bits. From these stored bits the look-ahead parity function P(A) is generated in accordance with the binary logic function given previously. From these values of P(A) and P(B), the current and next previous bits, and the just-computed ZM bits, the ZM code sequence is generated. Two feedback latches store each pair of bits of the ZM pattern as they are computed, for use in the next bit cycle. These latches are updated continually as the data bits are sequentially encoded into ZM patterns.

Initially, look-back parity is set to 0 and feedback latches are set to 01. Encoding starts after a delay of f − 1 clock periods during which the first data bits are shifted into the storage register. This puts d, in the next to last cell of the shift register, from which it
is encoded into the first pair of code bits. The "previous" bit, assumed to be 1 and initialized accordingly, either has been inserted in the shift register just ahead of the first real data bit or can be gated to the ZM encoder during the first encoding cycle. Alternatively it can be initialized simply by placing all 1s in the shift register. This sequential encoding process is continued for the ZM coded sequence which is converted into a conventional NRZI waveform. ZM synchronization pattern, if necessary, may be inserted in the coded pattern at selected (f + 1)-bit boundaries.

ZM decoder (Fig. 5) converts the received waveform into a ZM pattern by means of conventional NRZI clocking and detection circuits. This ZM pattern passes sequentially through a 6-bit storage register which stores three pairs of pattern bits. As in encoding, for the first pair of bits, the "preceding" pair is set to 01. Decoding starts after the second pair arrives in the storage register. The decoder generates each data bit as a function of the preceding, current, and following bit pairs, as described previously.

Coded sequence received at the decoder satisfies all ZM constraints, and every (f + 1)st bit in the decoded data stream is the correct P-bit. Any departure from the constraints or an incorrect P-bit clearly indicates an error. Some or all of these checks can easily be implemented for error checking.
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This review of the basic theory of polynomial error detecting codes is expanded into a real-world application involving remote terminals.

Increasing interest in computer stations and terminals located some distance from a large central computer has stimulated a great demand for data link and communication facilities. Inherent in any data link are the associated phenomena such as electrical noise and signal degradation that introduce errors into data transmitted over long distances. Consequently most data communication facilities include error detection capabilities which may allow limited error correction on a character basis and which may enable retransmission of complete messages or data blocks. One method of detecting errors within a data block is to send check bits after the data block as well as a simple parity bit with each character. However, large data blocks may accumulate independent errors which are mutually compensating and may not be encoded in the check bits. Polynomial codes have been used to resolve this problem by providing burst error detection as well as all single- and double-bit error detection.

This article describes specific hardware designed and developed for physical implementation of polynomial check code generation and detection. Hardware is implemented as an I/O device attached to a small computer for use in a remote job entry terminal being developed. The polynomial code generator-detector was designed as a generalized logic block to be used with most small general-purpose computers and to require minimal interface logic design.

### Basic Theory

#### Representation of Binary Information

Consider a message of $k$ bits to be transmitted serially over a data link, and with $n - k$ bits to be appended as check bits unique to the message being transmitted. The binary digit positions of a message can be considered as the coefficients of a polynomial of arbitrary variable $x$. Each coefficient is restricted to one of two values (i.e., 0, 1). If the message consists of $k$ bits, it is convenient to consider the first bit transmitted as the most significant coefficient of the polynomial (i.e., the $k$th bit corresponds to the coefficient $b_{k,1}$). For example, consider the 6-bit message 101101 written least significant bit to most significant bit from left to right. This message is represented by the general polynomial

$$f(x) = b_0 + b_1x + b_2x^2 + b_3x^3 + b_4x^4 + b_5x^5,$$

where the coefficients $b_0, b_1, b_2, b_3, b_4, b_5$ are 1, 0, 1, 1, 0, 1, respectively. Extending this representation, note that any arbitrary binary message of $k$ bits can be represented by a polynomial of the form

$$f(x) = b_0 + b_1x + b_2x^2 + b_3x^3 + b_4x^4 + b_5x^5 = \sum_{i=0}^{k-1} b_i x^i.$$

Arithmetic operations may be performed on the polynomials according to the laws of ordinary algebra. How-
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Several pertinent definitions and properties of polynomial operations are: (1) The degree of a polynomial is the greatest power of \( x \) in which the coefficient is nonzero. For example, \( n \) binary digits is represented by \( m - 1 \) degree polynomial. (2) The degree of the polynomial resulting from the product of two polynomials is the sum of their degrees. (3) If \( R(x) \), \( S(x) \), and \( T(x) \) are polynomials such that \( T(x) = R(x)S(x) \), then \( T(x) \) is said to be divisible by \( R(x) \), or \( R(x) \) divides \( T(x) \). \( R(x) \) and \( S(x) \) are also termed factors of \( T(x) \).

With these concepts in mind, the division of polynomials can be defined according to the Euclidean division algorithm. Given any two polynomials \( H(x) \) and \( P(x) \), there is a unique pair of polynomials \( Q(x) \) and \( R(x) \) such that \( H(x) = Q(x)P(x) + R(x) \), where \( Q(x) \) is termed the quotient and \( R(x) \) the remainder. \( Q(x) \) and \( R(x) \) can be obtained from the division \( H(x)/P(x) \) under the corresponding algebraic system. The degree of \( R(x) \) is less than the degree of \( H(x) \) and \( P(x) \). \( R(x) \) may be interpreted as the remainder after \( H(x) \) has been divided by \( P(x) \); and since division is essentially a subtraction operation, \( R(x) \) is the remainder after \( P(x) \) has been subtracted from \( H(x) \) an integral number of times. The special case when \( R(x) = 0 \) is precisely the case when \( H(x) \) is divisible by \( P(x) \), as defined previously.

### Data Encoding

The polynomial division process provides some insight into the encoding of \( k \) bits of information for transmission. If \( H(x) \) represents the message and \( P(x) \) defines a polynomial the previously defined division will produce a remainder, \( R(x) \), which is unique to a small subset of messages including \( H(x) \). \( P(x) \) is called a generator polynomial since its function is that of generating unique check bits \( R(x) \), given any message \( H(x) \). If errors occurred during transmission, they can be detected by dividing the received message bits by \( P(x) \) and comparing that remainder with the received check bits. If the comparison results in an equality condition, the assumption is that both the message, \( H(x) \), and the check, \( R(x) \), were transmitted correctly.

Mathematically, \( H(x) = Q(x)P(x) + R(x) \), where \( H(x) \) is a \( k - 1 \) degree polynomial representation of \( k \) message bits; \( P(x) \) is a generator polynomial of degree \( m - 1 \) where \( m - 1 < k - 1 \). \( H(x) - R(x) = Q(x)P(x) \), since addition and subtraction are defined modulo 2, i.e., \( H(x) - R(x) = H(x) + R(x) = Q(x)P(x) \).

The addition of \( R(x) \) modulo 2 essentially modifies the message \( H(x) \) in the last \( m - 1 \) bits, since \( R(x) \), by definition, is of degree \( k - 1 \) or less. Physically, it is more convenient to send \( R(x) \) as the last \( m - 1 \) bits of the encoded message. This is easily accomplished by considering \( H(x) \) to be \( k + (m - 1) \) bits in length with \( m - 1 \) low order 0 coefficients. Multiplying by \( x^{m-1} \) performs the transformation.

\[
x^{m-1}H(x) + R(x) = F(x)
\]

where \( F(x) \) is termed the code polynomial and represents the encoded message of \( k + (m - 1) \) bits to be transmitted. Example: Encode the message 1010010001, corresponding to the polynomial \( H(x) = 1 + x^2 + x^3 + x^4 \), using the generator \( P(x) = 1 + x^2 + x^3 + x^4 \). Multiplying \( H(x) \) by \( x^2 \) and dividing by \( P(x) \) results in:

\[
x^2H(x) = 00000 1010010001
\]

\[
R(x) = 11000
\]

The encoded message, \( F(x) \), consists of ten higher-order message bits, \( H(x) \), and five lower-order check bits, \( R(x) \).

The encoded message received after transmission over a data link can be represented by \( B(x) = F(x) + E(x) \), where \( F(x) \) is the correct message and \( E(x) \) is the error message. Since arithmetic has been defined modulo 2, \( E(x) \) will contain nonzero coefficients in each erroneous bit position. If \( B(x) \) is not divisible by \( P(x) \), an error has occurred. If the resulting division generates no remainder, \( B(x) \) is accepted as the true encoded message. It is possible, however, that enough errors in appropriate bit positions have been generated so that \( E(x) \) is divisible by \( P(x) \) and \( B(x) \) will be decoded as the true message. To ensure effective error detection, the generator, \( P(x) \), must be chosen such that no error pattern, \( E(x) \), is divisible by \( P(x) \). It can be shown that \( P(x) \) must have certain properties to enable this error detecting scheme to function. It can also be shown that the ability of a specific code to detect the erroneous data is related to its error correction capabilities.

A more rigorous mathematical treatment of error correcting codes and their properties is given in Ref. 1. A few basic results are given without proof to illustrate typical properties of generator polynomials: (1) A code generated by any polynomial \( P(x) \) with more than one term detects all single errors (i.e., an error in exactly one position). (2) Any polynomial of the form \( 1 + x^e \) (an integer) will detect any odd number of errors (i.e., typical odd or even parity error detecting). (3) A polynomial \( P(x) \) of length \( n \) detects all single and double errors if \( n < e \), where \( e \) is the least integer such that \( P(x) \) divides \( x^n - 1 \) (\( = x^e + 1 \) mod 2). (4) A polynomial \( P(x) \) of length \( n \) detects any burst-error of length \( n \) or less. A burst-error of length \( n \) is defined as the number of errors occurring between the first and last errors, inclusive.

### Physical Realization

The theory of how to encode and decode messages for error detection has been shown, but the important operation to accomplish this is the division, under addition modulo 2, of messages by a fixed polynomial, \( P(x) \). Consider a long-hand calculation of the division of 1 +
Fig. 1 Manual calculation of \(1 + x^1 + x^2 + x^3\) divided by \(1 + x^1 + x^2 + x^3\). Since addition modulo 2 is simply an Exclusive OR function, drop the variable \(x\) and manipulate the binary coefficients of the polynomials (see Fig. 1). The quotient is \(Q(x) = x^3 + x^2 + x\) and the remainder is \(R(x) = x^1 + x^0 + 1\).

Referring to the manual division example (Fig. 1), the division algorithm is: (1) Align high-order coefficients of \(P(x)\) and the partial remainder. The first iteration aligns the divisor \(P(x)\) with the dividend. (2) Subtract (modulo 2) \(P(x)\) from the partial remainder. (3) Go back to step (1) if the degree of the partial remainder is greater than or equal to the degree of divisor \(P(x)\); otherwise the partial remainder is the remainder \(R(x)\). Notice that in step (3) the alignment of high-order coefficients required the partial remainder to be shifted left by one bit and the entry of the next two dividend bits into the low-order position. In general, at each step the next dividend bit is "brought down" or shifted into the low position of the partial remainder until the most significant bit is 1. This becomes clearer if the addition is thought of as being performed in a 6-bit register in which the most significant bit of the generator and partial remainder are ignored. These bits will always result in \(1 + 1 = 0\).

Consider a 6-bit register and step (2) of the previous division, with reference to Fig. 2(A). Shifting the partial remainder left by one bit will align the higher-order coefficients as shown in Fig. 2(B). Since the subtraction is performed after the coefficients are aligned, the most significant bit shifted out of the register is used to enable the subtract logic; the result after subtraction is shown in Fig. 2(C). Each step may be implemented in a similar manner, except that the division is terminated after all data bits have been shifted into the register.

The hardware required to implement this algorithm (i.e., shift and subtract modulo 2) is simply a feedback shift register with Exclusive OR gating. Subtraction and addition modulo 2 is implemented by the Exclusive OR function. The number of shift register bit positions is equal to the degree of the divisor \(P(x)\). The shift register shown in Fig. 3(A) is oriented with the low-
Fig. 4 Functional block diagram

high-order position from left to right. The most significant data bit enters the left most shift register bit position. A delay of 6-bit-shift times is associated with this shift register since six extra 0's must be shifted in after the data bits to complete the encoding process. This delay can be avoided by treating the data as if it were shifted out of the high-order end. The register can be easily modified for this more efficient scheme as shown in Fig. 3(B). Since encoding and decoding of messages are precisely equivalent, this circuit can be used for both functions. This and the simple logic implementation are the attractive features of polynomial error detection. Error correction implementation is much more complex.

Hardware Description

Design Philosophy
The initial design objective was to develop polynomial code generation electronic logic that could easily interface with a small 8-, 12-, or 16-bit computer. The specific application was to implement an I/O device for error detection at remote job entry stations and at communications concentrator stations. Both of these stations were to be provided with a small general-purpose computer to be used as a data communications controller. To allow for expansion and upgrading of the remote terminal system, the polynomial code device design objectives were incorporated with enough flexibility to allow interfacing to most commercial minicomputers.

Using the black box concept, the polynomial code generator accepts 8-bit data bytes and produces two 8-bit check bytes. These two check bytes may be read from the black box and subsequently loaded into a computer. Conversely, two check bytes can be loaded into the black box from the computer I/O bus, allowing previous data-error-code generation/detection to continue from a previously interrupted state. (See Fig. 4.) This facility is very convenient for time-multiplexing error-code generation/detection between several communication lines and eliminates unnecessary replication of error-detection hardware at a data concentration station.

The 8-bit byte was chosen as the basic data structure because most character code sets used in data communications are easily specified with 8-level coding. It also appears that most small and medium size computers have integral-number byte word sizes. In essence, there appears to be an evolving byte-oriented standardization of most large computer systems using communication facilities.

Operating Characteristics
A more detailed block diagram of the polynomial code device is shown in Fig. 5. The device consists of an 8-bit buffer register (through which all data bytes pass for encoding), a 16-bit polynomial register with associated feedback gating for a specific generator polynomial, and the control logic.

The polynomial code device performs four functions as specified by the four command bits. These bits, strobed into the control logic by a pulse from the computer, are:

LOAD LEFT  The left byte of the polynomial register is loaded with data from the I/O bus. The LOAD and EOR/LEFT bits are high for this command, and the device is set for EOR mode.

LOAD RIGHT The right byte of the polynomial register is loaded with data from the I/O bus. The LOAD and CRC16/RIGHT bits are high for this command, and the device is set to CRC16 mode.

RESET This command overrides all other command bits and clears the buffer and polynomial registers to all 0's. The RESET bit is high for this command.

GO The buffer register is loaded with a data byte from the I/O bus. The data byte is then encoded with polynomial register contents as specified by EOR and CRC16 bits.

EOR = High Exclusive OR of data byte with right byte of polynomial register.

CRC16 = High Generate polynomial check code of data byte and polynomial register contents.

If both EOR/LEFT and CRC16/RIGHT bits are low, the encoding mode is determined by the last mode command given.

The polynomial register contents may be strobed onto the I/O bus by providing the gating appropriate to the desired computer. A separate I/O signal must be used for this function since no command bits have been assigned for this purpose. This provides more flexibility in interfacing the polynomial code device to computers with different word sizes.
Polynomial code device block diagram

I/O and Time Constraints

I/O timing constraints are shown in Fig. 6. and bits must be stable at the leading edge I/O pulse. Encoding of a data byte is initiated at the trailing edge of the I/O pulse and requires completion. A minimum I/O pulsewidth of 1.8 μs is required to drive the device to a 1.8-μs repetition rate, which is in the required I/O instruction execution time of small computers. Consequently, this assures the final data byte will be on the 1/O bus 1 μs after the trailing edge of pulse.

Computer Implementation

Polynomial code device has been interfaced and with a Digital Equipment Corp PDP-8/L computer functions in a remote terminal environment and control several remote devices and a data communications line. Briefly, the computer's characteristics are word, 1.6-μs memory cycle, and one programmable register (i.e., the AC register). The instruction set is very powerful and contains one 1/O instruction (i.e., the IOT instruction). All programmed 1/O data must pass through AC, which provides 12 buffered data output lines and 12 data input lines. The IOT instruction format consists of a 3-bit operation code, a 6-bit device address, and a 3-bit operation specification as shown in Fig. 7.

Each execution of the IOT instruction places 6-bit device address on the device address lines monitored by the 1/O device. When a device recognizes its assigned device address, it gates the last three bits of the IOT instruction into the device control logic. Each operation bit specifies an action associated with the device. The three operation bits correspond to three control pulses which occur in sequence and may be combined in the IOT instruction to affect one, two, or three sequential device operations.

Since all 1/O data must pass through the AC, the control and data bits must be loaded into the AC prior to an IOT instruction. The general interfacing of the polynomial code device to the computer is shown in Fig. 6.

Notice that only either the right or left byte from the polynomial register can be read at one time since the
data to the AC is only 12 bits wide. This is accomplished by assigning I/O pulses 2 and 4 to read left and right, respectively. For a computer with a 16-bit I/O data bus, only one control pulse would be needed to read both bytes of the polynomial register.

Software Considerations

Device Programming

The polynomial code device is easily programmed on any general-purpose minicomputer. A flowchart for generating check bytes given one data byte is shown in Fig. 9. The corresponding program can be implemented with six to ten instructions on most small computers. Notice that no decision branches are required and that no device flag test loop is required per data byte. This results from the assurance that data byte encoding is completed within one instruction time. The dotted line branches in Fig. 9 are included to illustrate the additional flowcharting required to generate check bytes for a block of data bytes. A corresponding error detection program can similarly be implemented with this flowchart with the additional test-for-zero instructions on the check bytes as the last step. A specific programming example for a 1-byte encode operation is shown in the table. The execution time on a PDP-8/L computer is 39.4 µs/data byte and includes seven memory references.

Hardware vs Software

The justification of the effort and expense of developing special-purpose hardware for a computer system is inherently influenced by the equivalent software required to perform the same task. Hardware/software tradeoffs consequently become central to the decision between hardware and software implementation. In remote computing applications where a small computer is used to control such items as peripherals, format communications data, and translate code sets, gross amounts of time can be consumed in communication line error-checking routines. This effectively lowers the data transmission rate which the computer can maintain while satisfying its other commitments. Cost and performance criteria may force the designer to accept lower communications line bandwidth and/or slower remote peripheral devices. This in turn enhances the I/O throughout limitations of the central computer facilities, particularly for a large number of remote stations.
Software implementation of polynomial code generation and detection is possible on any machine with shift and basic logical instructions. The algorithm consists of three basic operations: (1) shift data byte and remainder, (2) compare most significant bits, and (3) Exclusive OR remainder and generator polynomial (dependent on compare test).

A flowchart for encoding one data byte is shown in Fig. 10. Notice that eight iterations of the shift loop are required for every data byte. Worst-case data encoding requires eight iterations with an Exclusive OR for each iteration. A typical 16-bit computer with an Exclusive OR instruction and two or more programmable registers would require 60 to 120 instruction executions per data byte. Assuming a polynomial code 1/O device connected to the same computer could be programmed with six to eight instructions, a performance increase factor of 10 to 20 is obtained.

The performance increase factor for a PDP-8/L is much higher, due to its 12-bit word size. For an integral number of byte generator polynomials, an integral number of 12-bit memory locations must be used for check-byte storage. In this case, only 8 of the 12 bits are used since packing and unpacking 8-bit bytes is time consuming on a PDP-8/L, which probably represents the worst-case programming effort for implementation of polynomial code generation. A PDP-8/L program that I wrote requires 432 instruction executions and 1.1 ms execution time per data byte in the worst case. Assuming 20% of the total computer time is allotted for error checking, about 5 ms/data byte of computing would be required. In this case, the PDP-8/L could support a 200-baud communication line, which hardly satisfies remote job entry requirements. Using the PDP-8/L execution times with and without the polynomial code device, a performance increase ratio is obtained of 1.1 ms/39.4 μs = 28. The larger factor for the PDP-8/L results from the lack of an Exclusive-OR instruction. The equivalent of an Exclusive OR requires 10 PDP-8/L instructions and 80 extra instructions per data byte in the worst case.

The polynomial code generator/detector described earlier has been built. The required logic was assembled on three 2 1/2 x 5", 36-pin PC cards; 52 TTL IC packages were used. The PC cards were compatible with DEC M-series logic cards and could conveniently be placed within a PDP-8/L extended memory cabinet. In addition, two unique logic cards were required to satisfy PDP-8/L 1/O bus conventions (i.e., device selection card and an open collector bus driver card).

**Conclusion**

The attempt has been made here to provide the reader with an understanding of polynomial error code generation and detection with minimal mathematical rigor. Practical aspects and application of this error-coding technique have been considered in a real-world situation involving remote job entry computing terminals. It has been shown that significant performance improvements can be realized by "hardwired software" capable of implementing a specific generator polynomial for error detection. The significant advantages of the polynomial code device described are: (1) inexpensive ($200 for materials, parts, card assembly), (2) generalized 1/O interfacing to small computers, (3) elimination of costly error encoding/detecting software, (4) time-shared capability between several communication lines, with minimum software, and (5) decreased number of undetected errors passed through remote job entry and concentrator subsystems.

The development of more general-purpose logic for implementing any arbitrary generator polynomial has been initiated. Each PC card will contain four bits of the polynomial register. A polynomial register of any length may be assembled and hardwired to select exclusive OR bit positions or not and to select the last stage of the polynomial register.
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Abstract

This paper describes a novel run-length limited code, termed 3PM. A group of three data bits is converted into six code bits which are represented by the presence or absence of signal transitions. At least two zeros are maintained between two consecutive ones, that is a minimum distance of three positions between transitions, resulting in great reduction of pulse crowding. The minimum distance is assured by a unique merging rule at the boundary of adjacent code words. This rule distinguishes the code from both fixed and variable length codes and results in very simple encoding and decoding algorithms. An actual 50% density increase has been accomplished in saturation recording by using the 3PM code in combination with other electronic techniques. The new code is used in a current ISS-Univac high density disk storage system, featuring 2500 bits/cm (6300 BPI) linear density, 10 Mbits/sec data rate, 338 MByte capacity and one bit in 10 billion raw error rate on conventional Mod-11 head/disk interface.

Desirable Code Properties

The basic problem of this paper is increasing the data density in digital magnetic recording without changing the physical parameters, that is flying height, head inductance, oxide thickness and magnetic properties, in an existing head medium interface, while maintaining the same reliability. The first task is the selection of a code that is capable of increasing the linear bit density with the least possible degradation in the analog signal waveform. This means that the new code should not aggravate the write conditions, and it should not increase pulse crowding at the higher data density. At this point, it is desirable to survey the major parameters of some existing codes. The definitions follow those of Patel. A data group, consisting of m data bits, is converted into a code group of n code bits. The ratio m/n is called the code rate. The code bits of a code group, ones and zeros, are recorded by the presence or absence of magnetization transitions in n uniformly spaced positions. Two consecutive ones are separated by at least d but not more than k zeros so that the minimum distance between two consecutive transitions is (d+1) positions. This property makes the code run-length limited.

If the time interval of one data bit is T sec, the minimum and maximum time intervals between transitions are:

\[ T_{\text{min}} = (m/n)(d+1)T \text{ sec} \]
\[ T_{\text{max}} = (m/n)(k+1)T \text{ sec} \]

The efficiency of the code is measured by the density ratio, defined as:

\[ DR = \frac{\text{data density}}{\text{max. transition density}} = \frac{T_{\text{min}}}{T_{\text{max}}} = \frac{T_{\text{min}}}{T_{\text{max}}} = \left( \frac{d+1}{n} \right) \]

where \( T \) is the data bit period and \( T_{\text{min}} \) is the ratio of minimum time interval to the data bit period. The density ratio expresses the number of data bits per flux reversals or transitions, spaced at minimum distance. Additional important parameters are the detection window, \( W = (m/n) \cdot T \) and the clock rate, which is the reciprocal of the window. The window equals the time duration of one code bit or the length of one position. The code rate (m/n) is a measure of the relative window (W), i.e., the detection window related to the data bit period: \( W = W/T = m/n \).

Many run-length-limited codes have been reported and analyzed in the past. The write data waveforms and major code parameters of some codes are shown in Figure 1 and Figure 2 for the same data density.

In the write mode in saturation recording, the most critical parameter is the maximum flux reversal density that the head is capable of writing and the medium can support. This is limited by the inductance of the head and by pulse crowding, demagnetization and other nonlinear effects of the medium that increase with flux density. It is therefore, desirable to maintain the same flux density in a system, where the head and medium cannot be changed. The highest data density will be achieved, if a code with the largest \( T_{\text{min}} \) or \( T_{\text{max}} \) value is selected.

In the read mode, high density ratio is again important as will be seen later. It is equivalent to large \( T_{\text{min}} \), which expresses the fact that pulse crowding is removed or limited. The other desirable factor is a large window that results in relative insensitivity to noise. However, large window is less efficient in increasing the data density than large \( T_{\text{min}} \). This is illustrated by the GCR 4/5 code that has a 60% wider window, but reduced \( T_{\text{min}} \) value, relative to MFH. It can increase the data density over MFH only by 8%, as shown in a study by Tamura et al. A large value of \( T_{\text{min}} \) is equivalent to a low flux density resulting in reduced pulse crowding. \( T_{\text{min}} \) is effective in both writing and reading, while the relative window is effective only in reading.

The old codes without exception have density ratios less than, or at best, equal to one. The 3PM code accomplishes 50% greater DR than MFH, while maintaining the same window and the same clock rate. This is due to using three
positions (d+1) in the Twin distance, while 3PM uses only two positions (Figure 1). This basic feature of the code originates its name. Three-position modulation (3PM). In a general sense, there is a direct evolution from double frequency to MFM and then to 3PM. The number of code bit positions in the Twin distance increases from one to two and then to three, while the window remained the same. The density ratio increased in proportion to the Twin. Thank it is that the minimum transition interval of an existing MFM recording system is maintained but the code is changed to 3PM, the potential exists of increasing the data density by 50%. The maximum transition interval (Tmax) in the 3PM code is considerably longer than in MFM. This requires a more tightly controlled phase-locked oscillator that is capable of maintaining accurate clocking over a maximum of 12 clock periods. This problem has been solved successfully in the window detection of the 3PM code.

The 3PM code write data waveform has considerable DC-content and digital sum variation, as most run-length-limited codes do. This is of no concern in writing since the write head is DC-coupled. In the read mode the question of digital sum variations enters into consideration only if we want to restore the write data waveform. However, if we reconstruct the read pulses by proper spectral shaping to the point that they do not interfere, the location of read pulse peaks can be found in the data accurately and conventional peak detection can be used. In this process, there is no need to consider DC-content or DSV of the original write data waveform. The optimum spectral shaping is treated in a companion paper, submitted by W.D. Huber. Based on his work the following general equation has been derived for the code parameters, when optimum spectral shaping, or optimum equalization is applied to the analog waveshape. The relative importance of the code and analog waveshape parameters in the read mode can be observed from this relationship:

\[ \text{Max. data density} = \frac{1}{v \cdot T_{\text{min}}} \left( \frac{\text{flux rev. density}}{\text{RMS noise}} \right)^{q} = \frac{K}{v \cdot T_{\text{min}}} \left( \frac{\text{SNR}}{\text{RMS noise}} \right)^{q} \]

Where: \( K = 0.4 \), \( q = 0.37 \) for (d+1) = 2
\( q = 0.4 \) for (d+1) = 3

v is the head to medium speed, \( T_{\text{min}} \) is the pulse, measured in time, of the isolated pulse. SNR is the input signal to noise ratio at the head expressed as peak single pulse amplitude to RMS noise. The above relationship has been worked out for an error rate (without error correction) of one bit in 10 billion with a generous 3.5% window margin to cover fixed shift, jitter and circuit tolerances. It is valid for a range of SNR; between 30 and 34 dB. The second part of the equation focuses attention on the analog properties of the waveshape. It is seen that density ratio or minimum transition distance is more efficient in increasing the data density than the relative window. The 3PM code increases the density ratio by 50% over MFM, while leaving the relative window the same. An actual data density increase of 1.56-times was achieved by using this code, combined with optimum spectral shaping equalization at 31 dB SNR. Thus, 3PM combines the advantages in both write and read through its Twin = 1.5T feature and appears to be the best code to increase data density without changing the head/medium interface.

3PM Code Algorithm

A code with properties described above can be implemented with a number of different algorithms. The most straightforward method is fixed length block coding. This, however, is not efficient; requiring large memory or complex logic. Variable length codes are much more efficient and can be implemented with less memory. However, the logical operations in decoding, due to the nature of variable length groups that must be handled, could be quite complex. Furthermore, special precaution must be taken against error propagation, which can be limited in general to the number of bits in the longest word.

The unique novel algorithm of the 3PM code is similar to fixed length block encoding and decoding with one additional rule. The algorithm converts three bit data groups into six bit code groups. The encoding is explained by looking at Figure 1 and Figure 3. The space is divided for a word of three data bits into six equidistant positions: \( P_1 \) to \( P_6 \). The basic encoding table for one word is shown in Figure 3.

![Figure 3. Initial Encoding Table](image)

<table>
<thead>
<tr>
<th>Binary Data Word</th>
<th>Transition Positions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P1</td>
</tr>
<tr>
<td>000</td>
<td>0</td>
</tr>
<tr>
<td>001</td>
<td>0</td>
</tr>
<tr>
<td>010</td>
<td>0</td>
</tr>
<tr>
<td>011</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>101</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>1</td>
</tr>
<tr>
<td>111</td>
<td>1</td>
</tr>
</tbody>
</table>

![Figure 4. Final Encoding with Merging](image)

Minimum two zeros are maintained between adjacent ones. The boundary position (\( P_6 \)) is occupied by zeros in all code words. In a sequence of words, where a one occurs at \( P_6 \) of the present word and also at \( P_1 \) of the following word the d=2 condition would be violated. The special rule of the 3PM code provides that in this case the \( P_5 \) transition of the present word and the \( P_1 \) transition of the following word will not be written in their original locations but will be replaced by a single transition at \( P_6 \). The two original transitions, \( P_5 \) and \( P_1 \), will be merged into one transition at \( P_6 \). The \( P_6 \) position in the initial encoding table is reserved for this merging operation.

![Figure 5. Table](image)
The results of the final encoding, after the merging rule has been carried out, is shown in Figure 4. Here all combinations of binary words of three bits each are shown together with the influence of adjacent data words. If the preceding word ends in P5, a P3 transition of the present word will shift to the sixth position of the previous word denoted by P6. Similarly, if the following word starts with P1, a P5 transition of the present word will be shifted to P5. The result of this merging rule is that any number of octal data words can be concatenated, while simultaneously maintaining the d=2 condition everywhere in the sequence. The encoding logic that implements this rule is very simple. It has to look back to the previous positions, thus dealing with 9 positions simultaneously. This way, the words are chained to one another in a natural way, preserving the fixed block length property of the code.

Decoding is done in a similar manner. The 7 transition positions are observed simultaneously. They uniquely identify the binary data word, as shown in Figure 4. Decoding, therefore, is state independent, maintaining the advantage of fixed length blocks, that greatly simplifies the logic. The decoded data words are identified by a word clock, derived from a general clock system that runs synchronously with the transitions. Error propagation is limited to a maximum of three data bits (one word). The result from the drop-out or drop-in of a single transition, or from one transition shifting by one position in detection. This is better than the limit of error propagation in variable length codes with the same parameters.

It is interesting to compare the code with the smallest fixed-length code that achieves the run lengths of 3PM. To make the comparison as stringent as possible consider state-dependent codes which use past as well as present information may be used in forming each code word. By means of a program devised at the Sperry Research Center, it was found that the shortest code block with minimum spacing of 1.5 data-bit times and rate 0.5 converts each 8 bits of data into 16 bits of code. Thus, this code requires 12,288 bits of storage for its encode/decode tables, or logic sufficient for a rather complex 8-input, 16-output switching circuit. With this comparison the simplicity of the 3PM logic can be properly appreciated.

This system has been implemented in a recently released SSD Univek high density disk file, featuring 2500 bits/cm (6300 BPI) data density, 10 Mbits/sec data rate and 338 MB of disk capacity. The original Mod-11 interface. In a companion paper, A. Geffon discusses the complete system implementation. Figure 5 shows the analog waveform of a pattern sequence after equalization. It is seen that the pulses are completely separated, the interaction is completely removed by optimum spectral shaping. As a result, the pulse peak locations are restored to great accuracy. A number of different time intervals between adjacent pulse peaks can be observed which is characteristic of this code.

Conclusion

A new code has been described that uses the same code rate as the MFM code, but increases the minimum distance by 50%, thereby achieving a density ratio of 1.5 data bits per minimum transition distance. The actual achievable data bit density is related to the code parameters and signal to noise ratio in general terms. The new code has been implemented in a commercial digital recording disk file and reliably accomplished 56% increase in bit density with the same head/disk interface, used by an earlier model with MFM code.
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Subject: 2,7 Encoder/Decoder Circuits 

The purpose of this memo is to summarize the results obtained from an experimental breadboard of a 2,7 encoder/decoder circuit, for possible application to future Memorex disk files.

Schematics\(^1\) for the breadboard were provided to Tony Yung and Hoover Kwok at three stages in the development process - original design level, original breadboard build level, and functional breadboard level (after debug). The functional breadboard schematics were provided on May 28, 1980, after the results described in this memo were obtained.

**TEST CIRCUIT**

The test circuit consisted of essentially those functions described in the block diagram on the following page.

The on-board test oscillator provided a 2F frequency of approximately 25MHz. While this frequency is slightly lower than the IBM 3370 rate, it should be close enough for the purposes of this demonstration. Also, using the MECL 10K logic family, much higher switching rates should be attainable without major problems.

(Furthermore, it is expected that timing changes would be necessary anyway to integrate the circuits into a disk controller. This tends to reduce the value of detailed timing analyses on an isolated board.)

The main purposes, therefore, of the breadboard were to establish:

1) A working MECL 10K prototype which would encode and decode all words in the Franaszek 2,7 code dictionary.\(^2,3\)

2) A simple, reliable decoder phasing technique for read-back.

3) A potential scheme for generating system timing pulses for the associated disk controller.
RESULTS

The following chart describes the 2,7 code dictionary:

<table>
<thead>
<tr>
<th>DATA WORD</th>
<th>CODE WORD</th>
<th>CODE WORD BY DETENT ASSIGNMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0</td>
<td>0 1 0 0</td>
<td>0 T₁ 0 0</td>
</tr>
<tr>
<td>0 1 0</td>
<td>1 0 0 1 0 0</td>
<td>To 0 0 T₁ 0 0</td>
</tr>
<tr>
<td>0 0 1 0</td>
<td>0 1 0 0 1 0 0</td>
<td>0 0 To 0 0 T₁ 0 0</td>
</tr>
<tr>
<td>1 1</td>
<td>1 0 0</td>
<td>To 0 0 0</td>
</tr>
<tr>
<td>0 1 1</td>
<td>0 0 1 0 0 0</td>
<td>0 0 To 0 0 0</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>0 0 0 1 0 0 0</td>
<td>0 0 0 To 0 0 0</td>
</tr>
<tr>
<td>0 0 0</td>
<td>0 0 1 0 0 0</td>
<td>0 0 0 T₁ 0 0</td>
</tr>
</tbody>
</table>

A "1" in the code word represents a flux transition recorded on, or read back from, the disk surface. Since it is a 1/2 rate code, there are two possible detent assignments, which are arbitrarily labelled To and T₁.

In the photographs of figures 5 and 6, an encoded data pulse which aligns with Clock B represents a 1, or transition, in the To detent. An encoded data pulse which is in the space between Clock B pulses represents a 1, or transition, in the T₁ detent.

Since the breadboard circuits were capable of repeatedly serializing a byte of data (applied by manual switches), the test patterns selected were combinations of either two or three 2,7 words which had their word boundaries at the data byte boundary. The results are shown in figures 1 through 4. (Note that this by no means exhausts all the possible permutations of 2,7 words, but is a reliable indication that the hardware's encode/decode algorithm works. It may still be possible to have data-dependent timing problems.)

Figure 5 shows the generation of the highest rep rate pattern of 2,7 encoded data in relation to the B Clock. This is obtained during the time that the word 010 is being repeatedly encoded.

Figure 6 shows the lowest possible rep rate, obtainable by encoding the word 0011 repeatedly.

Figures 7 through 10 illustrate the results of the decoder phasing technique. The test sequence was as follows:

1) Circuits are repeatedly encoding and decoding a byte of 1's.
   (fig. 7)

2) A one-detent (1/2 bit time) delay is introduced into the undecoded data stream. Note new timing relationship between - BIT TIME Ø (scope trace 1) and - DECODER A*0 GATE OUT (trace 3), in fig. 8, as compared to figure 7. This results in erroneously
decoding a stream of ones as alternate ones and zeroes. This is in accordance with the 2,7 dictionary:

<table>
<thead>
<tr>
<th>DATA WORD</th>
<th>CODE WORD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>1 1</td>
<td>1 0 0 0</td>
</tr>
</tbody>
</table>

To Detent

3) In figure 9, the decoder phasing has been momentarily enabled, and then disabled, which causes the decoder to decode a stream of one's again (even though the undecoded data stream is now arriving at the decoder one detent time later).

4) In figure 10, the one detent delay has been removed, and the decoder again erroneously decodes alternate ones and zeroes, (since the decoder phasing was disabled), even though the undecoded data stream now arrives at the time it originally did.

This decoder phasing technique is the subject of a Memorex invention disclosure which is now being written. I recommend it as being simpler, and more reliable then the method used in the IBM 3370, since it requires no adjustment to the system clocks.

Figures 11 through 15 illustrate the timing relationships of the bread-board clocking system. Note that for 2F = 29 to 30 MHz, the ABCD Clock pulses derived will only be about 17 nanoseconds in width. At higher data rates, to obtain greater margin for setting latches, the signals ± 1F and ± 1FD could be used instead of the ABCD Clocks. The 1F and 1FD pulses will be twice as wide.

COMMENTS RELATED TO SCHEMATICS (PAGE TS30)

In figure 14, timing margins can be improved by inserting more delay between the 2F input and the clock input to the 1F and 1FD - generating flip flops. This, of course, will affect all the downstream system timing.

In figure 15, note that the equivalent of Clock D (pin 8D-13, page TS30) is used to drive the bit counter. The bit times are generated by means of a 3-bit Gray code counter and a 3-to-8 bit decoder.

The 3-to-8 decoder is disabled by the same pulse which triggers the counter. The "dead time" between bits may be eliminated by keeping the 3:8 decoder enabled at all times. Since it is a Gray code counter, the decoder output bits should be glitch-free.
ADDITIONAL COMMENTS

The 10141 shift register module type used in the breadboard is not a standard Memorex part. The 10141 seemed much more noise-prone than the other 10K modules. The worst noise was present on pin 1, particularly at the 2F shifting frequency. This was resolved by ensuring that the VCC pins (pins 1 and 16) were tied directly to the ground plane by a via-hole, or with heavy gauge wire, rather than just connecting pins 1 and 16 together with light gauge wire.

The breadboard also contained hardware for generating the high-rep-rate 2,7 encoded pattern by means of a 3 bit shift register. This circuit was not tested, but should be very easy to implement. This method (or some equally trivial technique) is recommended instead of the six bit data loop used in the IBM 3370\(^5\), since it would be simpler, more reliable, and avoid patent infringement.

Bob Bruce-Davey
BB:ps
Figures 1 through 4 represent enclose function of the seven words of the 2-7 dictionary.

- Bit Time \( \Phi \) (\( \text{pin 10D-06, T}_{1}, \text{T} \geq 20 \))

- 3rd Bit of CSR (\( \text{OSB-02, TS10} \))

- 2.7 Encoded Data (\( \text{OSC-07, TS20} \))

- Decoded Data (\( \text{O26-02, TS20} \))

**Fig. 1** - Data byte = 010.010.11
Encoded as \((T_{1})cc (T_{2})cc (T_{6})cc (T_{1})cc (T_{6})cc\).

**Fig. 2** - Data byte = CCC.CCC.11
Encoded as \(\text{CCC}(T_{1})cc, \text{CCC}(T_{2})cc, (T_{6})cc, \text{CCC}\).

Same pins as Fig. 1.
Fig. 3 - Data byte = 011.011.10
Encodes as CC(Tc) CCC. CC(Tc) CCC. C(Tc) CC

Fig. 4 - Data byte = CO10.0011
Encodes as CC(Tc) CC(Tc) CC. CC CC (Tc) CC

Same pins as Fig. 1.
Figures 5 & 6 show generation of highest & lowest 2, 7 encoded data rates.

Fig. 5 — Data byte = 010, 010, 11

1st 6 bits encode as G(T) CC(T) G00(T) CC(T) G00, highest rate

Fig. 6 — Data byte = 0011, 0011

Encodes as 00CC (T0) CCC. CCC(C(T0)) CCC, lowest rate

- Bit time 4
  (PIN 103-06, PC. TS-3C)
+ 3rd bit of ESA
  (053-02, TS-1C)
+ 2, 7 encoded data
  (04C-07, TS-2C)
- Clock & 1C strobe
  T0, inverted
  (05B-05, TS-1C)
Figures 7 through 10 illustrate the decoder phases. (Note: 9th trace is inverted.)

- Bit Time Ф (pin 103-06, PG. TS3c)
- 3rd Bit of ESA (833-02, TS1c)
- Decoder AND Gate Out (03B-03, TS2c)
- Decoder Latched Data Out, In-Gated (83C-02, TS2c)

Fig. 7 — Switch 4, Module 14C, TS4c, Closed.
Switch 5, Module 14C, TS9c, Open.

Same pins as Fig. 7.

Fig. 8 — Switch 4 Open.
Fig. 9 — Switch 5 closed, then opened again.

Fig. 10 — Switch 4 closed again.
Figures 11 through 13 show clock system timing relationships.

Fig. 11—Relationship of 2F input to IF & 1FD.

Fig. 12—Relationship of A & C clocks to bit times.
FIG. 13 — RELATIONSHIP OF B & D CLOCKS TO BIT TIMES.

FIG. 14 — GENERATION OF CLOCK B.
Fig. 15—Relationship of Clock D to "Dead" Time Between Bit Times
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