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This manual documents the system calls of the Application Loader, a subsystem of the iRMX® I Operating System. The information provided in this manual is intended to serve as a reference to the system calls and provides detailed descriptions of each call.

READER LEVEL

This manual is intended for programmers who are familiar with the PL/M-86 programming language and with the concepts and terminology introduced in the iRMX® I Nucleus User's Guide and the iRMX® I Application Loader User's Guide.

CONVENTIONS

System call names appear as headings on the outside upper corner of each page. The first appearance of each system call name is printed in blue ink; subsequent appearances are in black.

Throughout this manual, system calls are shown using a generic shorthand (such as A$LOAD instead of RQ$A$LOAD). This convention is used to allow easier alphabetic arrangement of the calls. The actual PL/M-86 external procedure names must be used in all calling sequences.

You can also invoke the system calls from assembly language programs, but you must adhere to the PL/M-86 calling sequences when doing so. For more information on these calling sequences refer to the iRMX® I Programming Techniques Reference Manual.
1.1 INTRODUCTION

This manual describes the PL/M-86 calling sequences for the system calls of the Application Loader.

Throughout this manual, PL/M-86 data types, such as BYTE, WORD, and SELECTOR are used. In addition, the iRMX® I data type TOKEN is used. Data types always appear in capital letters. If your compiler supports the SELECTOR data type, a TOKEN can be declared literally as SELECTOR. Because TOKEN is not a PL/M-86 data type, you must declare it to be literally a SELECTOR every place you use it. Definitions of both PL/M-86 and iRMX I data types are given in the iRMX® I Nucleus User's Guide, Appendix A. The word "token" in lowercase refers to a value that the iRMX I Operating System returns to a TOKEN (the data type) when it creates an object.

NOTE

The values NIL and SELECTOR$OF(NIL) are used in this manual. For the iRMX I Operating System, you may also use a value of zero in place of NIL and SELECTOR$OF(NIL). However, Intel recommends that you use NIL and SELECTOR$OF(NIL) in your iRMX I code to maintain upward compatibility with the iRMX II Operating System. For a description of the SELECTOR$OF and NIL built-in functions, refer to the PL/M-86 user's guide.

1.2 RESPONSE MAILBOX PARAMETER

Two system calls described in this manual are asynchronous. These are the A$LOAD and A$LOAD$IO$JOB system calls. Your task must specify a mailbox whenever it invokes an asynchronous system call. The purpose of this mailbox is to receive a Loader Result Segment.

In general, the Loader Result Segment indicates the result of the loading operation. The format of a Loader Result Segment depends on which system call was invoked, so details about Loader Result Segments are included in descriptions of the A$LOAD and A$LOAD$IO$JOB system calls.
Avoid using the same response mailbox for more than one concurrent invocation of asynchronous system calls. This is necessary because it is possible for the Application Loader to return Loader Result Segments in an order different than the order of invocation. On the other hand, it is safe to use the same mailbox for multiple invocations of asynchronous system calls if only one task invokes the calls and the task always obtains the result of one call via RQ$RECEIVE$MESSAGE before making the next call.

1.3 CONDITION CODES

The Application Loader returns a condition code whenever a system call is invoked. If the call executes without error, the Application Loader returns the code E$OK. If an error occurs, the Application Loader returns a condition code.

This manual includes, for each of the Application Loader's system calls, descriptions of the condition codes that the system call can return. The system call manuals for the other layers of the iRMX I Operating System do the same thing for those layers. You can use the condition code information to write code to handle exceptional conditions that arise when system calls fail to perform as expected. See the iRMX® I Nucleus User's Guide for a discussion of condition codes and how to write code to handle them.

1.3.1 Condition Codes For Synchronous System Calls

For system calls that are synchronous (S$LOAD$IO$JOB and S$OVERLAY), the Application Loader returns a single condition code each time the call is invoked. If your system has an exception handler, it will receive this code when an exceptional condition occurs, depending on how the exception$mode parameter is set. For more information see the iRMX® I Nucleus User's Guide and the iRMX® I Interactive Configuration Utility Reference Manual.

1.3.2 Condition Codes For Asynchronous System Calls

For system calls that are asynchronous (A$LOAD and A$LOAD$IO$JOB), the Application Loader returns two condition codes each time the call is invoked. One code is returned after the sequential part of the system call is executed, and the other is returned after the concurrent part of the call is executed. Your task must process these two condition codes separately.

The iRMX® I Application Loader User's Guide describes the sequential and concurrent portions of asynchronous system calls.
1.3.2.1 Sequential Condition Codes

The Application Loader returns the sequential condition code in the word pointed to by the except$ptr parameter. If your system has an exception handler, it will receive this code when an exceptional condition occurs, depending upon how the exception$mode parameter is set.

1.3.2.2 Concurrent Condition Codes

The Application Loader returns the concurrent condition code in the Loader Result Segment it sends to the response mailbox. If the code is E$OK, the asynchronous loading operation ran successfully. If the code is other than E$OK, a problem occurred during the asynchronous loading operation, and your task must decide what to do about the problem. Regardless of the exception mode setting for the application, the exception handler is not invoked by concurrent condition codes, so your program must handle it.

1.4 SYSTEM CALL DICTIONARY

The following list is a summary of the iRMX I Application Loader system calls, together with a brief description of each call and the page where the description of the call begins.

<table>
<thead>
<tr>
<th>Call</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>A$LOAD</td>
<td>Loads object code or data into memory</td>
<td>4</td>
</tr>
<tr>
<td>A$LOAD$IO$JOB</td>
<td>Creates an I/O job, loads the job's code, and causes the job's task to run.</td>
<td>15</td>
</tr>
<tr>
<td>S$LOAD$IO$JOB</td>
<td>Creates an I/O job, loads the job's code, and causes the job's task to run.</td>
<td>26</td>
</tr>
<tr>
<td>S$OVERLAY</td>
<td>Loads an overlay into memory.</td>
<td>34</td>
</tr>
</tbody>
</table>
The A$LOAD system call loads an object file from secondary storage into memory.

CALL RQ$A$LOAD(connection, response$mbox, except$ptr);

**Input Parameters**

connection

A TOKEN for a connection to the file that is to be loaded. The connection must satisfy all of the following requirements:

- It must have been created in the calling task's job.
- It must be a connection to a named file.
- The calling user must have had READ access to the file.
- It must be closed.

If all of these connection requirements are not met, the Application Loader returns an exception code.

**Output Parameter**

response$mbox

A TOKEN for the mailbox to which the Application Loader sends the Loader Result Segment after the concurrent part of the system call finishes running. The format of the Loader Result Segment is given in the following DESCRIPTION section.

except$ptr

A POINTER to a WORD where the Application Loader will place the condition code generated by the sequential part of the system call.

**Description**

A$LOAD allows your task to load object code files from secondary storage into memory. The object code to be loaded must be of the Single Task Loadable (STL) type with LODFIX records.

Unlike the A$LOAD$IO$JOB and S$LOAD$IO$JOB system calls, A$LOAD cannot automatically cause the code to be executed as a task. The caller must explicitly cause the code to be executed.
Using $A$LOAD to Load a Main Module

If you use $A$LOAD to load a main module that will run as a task, there are two cases to consider.

1. The usual case is when you are loading PIC or LTL code, or you are loading absolute code generated with the NOINITCODE control of the LOC86 command. In this case, the Application Loader returns, in the Loader Result Segment, parameters defining the entry point and stack requirements for the loaded code. Your application needs these parameters when invoking the CREATE$TASK, CREATE$JOB, or CREATE$IO$JOB system call.

   If the Application Loader has been configured to load only absolute code, it will not load main modules generated with the NOINITCODE control. In this event, the Application Loader returns the E$LOADER$SUPPORT condition code. (See the iRMX® Interactive Configuration Utility Reference Manual for information about configuring the Application Loader.)

2. If your object code is absolute code generated without the NOINITCODE control of the LOC86 command, you must allow the iRMX I Nucleus to create a stack for you. To do this, specify NIL for the stack pointer parameter of the CREATE$TASK or the CREATE$JOB system call.

   This action causes the Nucleus to create a stack for the loaded code. However, because the loaded code contains a main module, it also contains code that switches the stack register values so the Nucleus-created stack is ignored. This stack switching allows the loaded code to use the stack allocated by the SEGSIZE control.

   To minimize the amount of memory wasted by stack switching, specify a small stack size (128 decimal bytes) in the CREATE$TASK, CREATE$JOB, or CREATE$IO$JOB system calls. This stack need not be large because it is used only if the task is interrupted and stack switching occurs.

   Stack switching has an undesirable but avoidable side effect. If you use the iRMX I Dynamic Debugger, it will always indicate that the stack for the loaded code has overflowed. The overflow indication is caused by the main module switching stacks, rather than by an actual overflow. This means that you cannot tell whether overflow actually has occurred. To avoid this side effect, write your source code as a procedure or use the LOC86 NOINITCODE control.
Using A$LOAD To Load A Procedure

If you write code as a procedure that you intend to load and run, it can be loaded only by A$LOAD. Although the process of loading a procedure is more restrictive than that of loading a main module, you can avoid the stack-switching side effects described in the previous section.

To successfully load code that is written as a procedure, adhere to the following rules:

- Generate the procedure as absolute code and do not use the NOINITCODE control of the LOC86 command.
- Adhere to the PL/M-86 LARGE model of segmentation. This means that you must either compile the procedure using the LARGE size control, or you must follow the calling conventions of the LARGE model. For information about the PL/M-86 LARGE model of segmentation, refer to the PL/M-86 user’s guide.
- When invoking the LOC86 command to assign absolute addresses to your object code, use the START control to select one of the PUBLIC symbols in your procedure as an entry point. Also specify SEGSIZE(STACK(0)) to set the stack to zero length. For more information about the START and SEGSIZE controls, refer to the 8086 Family Utilities User’s Guide.
- When you invoke the CREATE$TASK, CREATE$JOB, or CREATE$IO$JOB system call, allow the operating system to allocate a stack for the new task. Do this by setting the stack pointer parameter to NIL. Be certain that you specify a stack size parameter that is large enough for the task. For guidelines to determining stack sizes, refer to the iRMX® I Programming Techniques Reference Manual.
- When you invoke the CREATE$TASK, CREATE$JOB, or CREATE$IO$JOB system call, set the data segment base parameter to SELECTOR$OF(NIL). The reason for this is that a procedure adhering to the LARGE model of segmentation always initializes its own data segment.

For information about the CREATE$TASK or the CREATE$JOB system calls, refer to iRMX® I Nucleus System Calls Reference Manual.

For information about the CREATE$IO$JOB system call, refer to the iRMX® Extended I/O System Calls Manual. For information about the iRMX I Dynamic Debugger, refer to the iRMX® I Dynamic Debugger Reference Manual.

Asynchronous Behavior

The A$LOAD system call is asynchronous. It allows the calling task to continue running while the loading operation is in progress. When the loading operation is finished, the Application Loader sends a Loader Result Segment to the mailbox designated by the response$mbox parameter. Refer to the iRMX® I Application Loader User’s Guide for an explanation of how asynchronous system calls work.
File Sharing

The Application Loader does not expect exclusive access to the file. However, other tasks sharing the file are affected by the following:

- The other tasks should not attempt to share the connection passed to the Application Loader, but instead should obtain their own connections to the file.
- The Application Loader specifies "share with readers only" when opening the connection, so, during the loading operation, other tasks can access the file only for reading.

Considerations Relating To Code Type

If the file being loaded contains absolute code, the Application Loader will not create iRMX I segments for the code. Rather, it will simply load the program into the memory locations specified for the target file. It is the user's responsibility to prevent code from loading over existing information, including the operating system code. Refer to the iRMX® I Interactive Configuration Utility Reference Manual to see how to do this by reserving areas of memory.

In contrast, if the file being loaded is position-independent code (PIC) or load-time locatable code (LTL), the Application Loader will create iRMX I segments for containing the loaded program. However, the Application Loader does not delete these segments; when your task no longer needs the loaded program, your task should delete the segments.

Effects Of Model Of Segmentation

The Application Loader will return (in the Loader Result Segment) a token for each of the code, data, and stack segments.

This is enough segment information for programs compiled as COMPACT, because only one segment of each type will be created. But if the program adheres to the LARGE or MEDIUM model of segmentation, more than one code segment and more than one data segment can be created, although only one token will be returned for each in the Loader Result Segment.

This means that if the code follows the LARGE or MEDIUM model, the calling task cannot know the location of all of the loaded program's code or data segments. Consequently, the calling task cannot delete all of the data or code segments after the program has executed. You can avoid this problem in either of two ways. Either be certain that the program being loaded adheres to the COMPACT model of segmentation, or use the A$LOAD$IO$JOB or S$LOAD$IO$JOB system calls instead of the A$LOAD system call.

Application Loader System Calls
A$LOAD

The A$LOAD Loader Result Segment

The Application Loader uses memory from the pool of the calling task’s job to create the Loader Result Segment for this system call. The calling task should delete the segment after it is no longer needed. Creating multiple segments without deleting them can eventually result in an E$MEM exception code.

The Loader Result Segment has the following form:

```c
STRUCTURE (except$code WORD,
record$count WORD,
error$rec$type BYTE,
undefined$ref WORD,
init$ip WORD,
code$seg$base TOKEN,
stack$offset WORD,
stack$seg$base TOKEN,
stack$size WORD,
data$seg$base TOKEN);
```

where:

- `except$code` A WORD containing the condition code for the concurrent part of the system call. If the code is other than E$OK, some problem occurred during the loading operation.
- `record$count` A WORD containing the number of records read by the Application Loader on this invocation of A$LOAD. If the loading operation terminates prematurely, `record$count` contains the number of the last record read.
- `error$rec$type` A BYTE identifying the type of record causing premature termination of the loading operation, except that a value of 0 means no record caused premature termination. Object record types are documented in the Intel publication *8086 Relocatable Object Module Formats*.
- `undefined$ref` A WORD specifying whether the Application Loader found undefined external references while loading the job. An undefined external reference usually results from a linking error. The Application Loader continues to run even if a target file contains undefined external references.
The value of undefined$ref depends upon your configuration of the Application Loader. (See the iRMX® I Interactive Configuration Utility Reference Manual for information about configuring the Application Loader.)

- If the Application Loader is configured to load LTL and overlay code, as well as PIC and absolute code, undefined$ref contains the number of undefined external references detected during the loading operation. (Note that undefined$ref equals the number of undefined external references even if the Application Loader is loading PIC or absolute code.)

- If the Application Loader is configured to load only absolute code or only PIC or absolute code, the Application Loader sets undefined$ref to 1 or to 0. It is 1 if the Application Loader finds undefined external references; otherwise, it is 0.

init$ip

A WORD containing the initial value for the loaded program's instruction pointer (IP register). The calling task can use this information in either of two ways:

- When invoking the CREATE$TASK, CREATE$JOB, or CREATE$IO$JOB system call.
- As the destination of a jump within the code segment of the loaded program.

Init$ip is 0 if the file does not specify an initial value for the instruction pointer, as can happen when the file contains no main module.

code$seg$base

A TOKEN containing the base address for the code segment with the entry point. The value in code$seg$base can be used with init$ip as a POINTER to the entry point of the loaded program. The Application Loader places 0 into this field if the loaded program does not contain a main module.

stack$offset

A WORD containing the offset of the bottom of the stack, relative to the beginning of the stack segment. The calling task can use the sum of this value and the stack$size to initialize the stack pointer (SP register).

The Application Loader sets stack$offset to zero under each of these circumstances:

- The stack actually starts at offset 0.
- There is no main module.
- The loaded code is a main module that dynamically initializes the SP and SS registers.
stack$seg$base

A TOKEN containing the base of the stack segment for the loaded program. The calling task can use this value to initialize the stack segment (SP register).

The Application Loader sets stack$seg$base to 0 under each of these circumstances:

- If there is no main module. (In this case, the target file does not specify a stack base).
- If the loaded code is a main module that dynamically initializes the SP and SS registers.

stack$size

A WORD specifying the number of bytes required for the loaded program's stack. The calling task can initialize the stack pointer (SP register) to the sum of stack$offset and stack$size when invoking the CREATE$TASK, CREATE$JOB, or CREATE$IO$JOB system call.

The Application Loader sets this value to 0 whenever both the stack$offset and stack$seg$base are 0. When all three stack-related parameters are 0 and the target file contains a main module, the loaded code must set the stack pointer (SP register) and stack segment (SS register).

data$seg$base

A TOKEN containing the initial base address of the data segment (DS register).

The Application Loader sets this value to 0 under each of these circumstances:

- If the target file contains no main module.
- If the main module dynamically sets the DS register after the program starts running.

Condition Codes

The A$LOAD system call can return condition codes at two different times. Codes returned to the calling task immediately after invocation of the system call are sequential condition codes. Codes returned after the concurrent part of the system call has finished running are concurrent condition codes. The following list is divided into two parts, one for sequential codes and one for concurrent codes.
### Sequential Condition Codes

The Application Loader can return any of the following condition codes to the WORD pointed to by the except$ptr parameter of this system call.

<table>
<thead>
<tr>
<th>Condition Code</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ES$OK</td>
<td>0000H</td>
<td>No exceptional conditions.</td>
</tr>
<tr>
<td>E$BAD$HEADER</td>
<td>0062H</td>
<td>The object file contains an invalid header record.</td>
</tr>
<tr>
<td>E$CHECKSUM</td>
<td>0064H</td>
<td>The header record of the target file contains a checksum error.</td>
</tr>
<tr>
<td>E$CONN$NOT$OPEN</td>
<td>0034H</td>
<td>The Application Loader opened the connection but some other task closed the connection before the loading operation was begun.</td>
</tr>
<tr>
<td>E$CONN$OPEN</td>
<td>0035H</td>
<td>The calling task specified a connection that was already open.</td>
</tr>
<tr>
<td>E$EOF</td>
<td>0065H</td>
<td>The Application Loader encountered an unexpected End-Of-File while reading a record.</td>
</tr>
<tr>
<td>E$EXIST</td>
<td>0006H</td>
<td>At least one of the following is true:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• The connection parameter is not a token for an existing object.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• The msg$mbox parameter did not refer to an existing object.</td>
</tr>
<tr>
<td>E$FACCESS</td>
<td>0026H</td>
<td>The specified connection did not have &quot;read&quot; access to the file.</td>
</tr>
<tr>
<td>E$FLUSHING</td>
<td>002CH</td>
<td>The device containing the target file is being detached.</td>
</tr>
<tr>
<td>E$IO$HARD</td>
<td>0052H</td>
<td>A hard I/O error occurred. This means that another try is probably useless.</td>
</tr>
<tr>
<td>E$IO$OPRINT</td>
<td>0053H</td>
<td>The device containing the target file was off-line. Operator intervention is required.</td>
</tr>
<tr>
<td>E$IO$SOFT</td>
<td>0051H</td>
<td>A soft I/O error occurred. This means that the I/O System tried to perform the operation and failed, but another try might still be successful.</td>
</tr>
<tr>
<td>E$IO$UNCLASS</td>
<td>0050H</td>
<td>An unknown type of I/O error occurred.</td>
</tr>
</tbody>
</table>
### A$LOAD

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$IOSWRPROT 0054H</td>
<td>The volume is write-protected.</td>
</tr>
<tr>
<td>E$LIMIT 0004H</td>
<td>At least one of the following is true:</td>
</tr>
<tr>
<td></td>
<td>• The calling task’s job has already reached its object limit.</td>
</tr>
<tr>
<td></td>
<td>• Either the calling task’s job, or the job’s default user object, is already involved in 255 (decimal) I/O operations.</td>
</tr>
<tr>
<td>E$LOADERSUPPORT 006FH</td>
<td>To load the target file requires capabilities not configured into the Application Loader. For example, it might be attempting to load PIC when configured to load only absolute code.</td>
</tr>
<tr>
<td>E$MEM 0002H</td>
<td>The memory available to the calling task’s job or the Basic I/O System is not sufficient to complete the call.</td>
</tr>
<tr>
<td>E$NOT$FILE$CONN 0032H</td>
<td>The calling task specified a connection to a device rather than to a named file.</td>
</tr>
<tr>
<td>E$SHARE 0028H</td>
<td>The calling task tried to open a connection to a file already being used by some other task, and the file’s sharing attribute is not compatible with the open request.</td>
</tr>
<tr>
<td>E$SUPPORT 0023H</td>
<td>The specified connection was not created by the calling task’s job.</td>
</tr>
<tr>
<td>E$TYPE 8002H</td>
<td>The connection parameter is a token for an object that is not a connection.</td>
</tr>
</tbody>
</table>

### Concurrent Condition Codes

After the Application Loader attempts the loading operation, it returns a condition code in the except$code field of the Loader Result Segment. The Application Loader can return the following condition codes in this manner.

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$OK 0000H</td>
<td>No exceptional conditions.</td>
</tr>
<tr>
<td>E$BAD$GROUP 0061H</td>
<td>The target file contains an invalid group definition record.</td>
</tr>
<tr>
<td>E$BAD$SEGDEF 0063H</td>
<td>The target file contains an invalid segment definition record.</td>
</tr>
<tr>
<td>Error Code</td>
<td>Value</td>
</tr>
<tr>
<td>-------------</td>
<td>-------</td>
</tr>
<tr>
<td>E$CHECKSUM</td>
<td>0064H</td>
</tr>
<tr>
<td>E$EOF</td>
<td>0065H</td>
</tr>
<tr>
<td>E$EXIST</td>
<td>0066H</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>E$FIXUP</td>
<td>0066H</td>
</tr>
<tr>
<td>E$FLUSHING</td>
<td>002CH</td>
</tr>
<tr>
<td>E$IO$HARD</td>
<td>0052H</td>
</tr>
<tr>
<td>E$IO$OPRINT</td>
<td>0053H</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>E$IO$SOFT</td>
<td>0051H</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>E$IO$UNCLASS</td>
<td>0050H</td>
</tr>
<tr>
<td>E$IO$WRPROT</td>
<td>0054H</td>
</tr>
<tr>
<td>E$LIMIT</td>
<td>004H</td>
</tr>
<tr>
<td>E$NO$LOADER$MEM</td>
<td>0067H</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>E$NO$MEM</td>
<td>0068H</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Error Code</td>
<td>Description</td>
</tr>
<tr>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>E$NO$START</td>
<td>006CH</td>
</tr>
<tr>
<td>E$PARAM</td>
<td>8004H</td>
</tr>
<tr>
<td>E$REC$FORMAT</td>
<td>0069H</td>
</tr>
<tr>
<td>E$REC$LENGTH</td>
<td>006AH</td>
</tr>
<tr>
<td>E$REC$TYPE</td>
<td>006BH</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>E$SEG$BOUNDS</td>
<td>0070H</td>
</tr>
</tbody>
</table>
The A$LOAD$IO$JOB system call reads the header record of an executable file in secondary storage and creates an I/O job. The job's initial task then performs the concurrent part of the call, which is the loading of the remainder of the file.

```c
job = RQ$A$LOAD$IO$JOB(connection, pool$min, pool$max,
    except$handler, job$flags, task$priority,
    task$flags, msg$mbox, except$ptr);
```

**Input Parameters**

- **connection**
  - A TOKEN for a connection to the file that the Application Loader will load. The connection must be a connection to a named file. Also, the connection must be closed, the user object specified when the connection was created must have had READ access, and the connection must have been created in the calling task's job.
  - The Application Loader opens the connection for sharing with readers only, so, during the loading operation, other tasks may access the file only for reading.

- **pool$min**
  - A WORD containing a value the Application Loader uses to compute the pool$min size for the new I/O job that will be created for the loaded program.

- **pool$max**
  - A WORD containing a value the Application Loader uses to compute the pool size for the new I/O job.

- **except$handler**
  - A POINTER to a structure of the following form:

    ```c
    STRUCTURE(
        exception$handler$offset     WORD,
        exception$handler$base      TOKEN,
        exception$mode              BYTE);
    ```

  - This parameter is used as the input to RQ$CREATE$IO$JOB, when it is called to create a new job for the loaded code. If the exception handler pointer field is NIL, the new job will have the same exception handler as its parent. For more details, see the description of this parameter in RQ$CREATE$IO$JOB in the iRMX® Extended I/O System Calls Manual.

- **job$flags**
  - A WORD specifying whether the Nucleus is to check the validity of objects used as parameters in system calls. Setting bit 1 (where bit 0 is the low-order bit) to 0 specifies that the Nucleus is to check the validity of objects. All bits other than bit 1 must be set to 0.
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**task$priority**

A BYTE which,

- if equal to 0, indicates that the new job's initial task is to have a priority equal to the maximum priority of the initial job of the Extended I/O System.

- if not equal to 0, contains the priority of the initial task of the new job. If this priority is higher (numerically lower) than the maximum priority of the initial job of the Extended I/O System, an E$PARAM error occurs.

**task$flags**

A WORD indicating whether the initial task uses floating-point instructions, and whether to start the task immediately.

Set bit 0 (the low-order bit) to 1 if the task uses floating-point instructions; otherwise set it to 0.

Bit 1 indicates whether the initial task in the job should run immediately, or whether it should be suspended until a START$IO$JOB system call is issued to start it. Set it to 0 if the task is to be made ready immediately; set it to 1 if the task is to be suspended.

Set bits 2 through 15 to 0.

**msg$mbox**

A TOKEN for a mailbox that receives the Loader Result Segment after the loading operation is completed. This parameter is similar to the corresponding parameter in the CREATE$IO$JOB system call in the Extended I/O System, with these exceptions:

- You must always specify a valid mailbox TOKEN for this parameter.

- SELECTOR$OF(NIL) or zero may not be used as a value for the TOKEN.

- Each call to A$LOAD$IO$JOB requires a unique mailbox.

The second purpose of this parameter is to receive an exit message from the newly created I/O job. The description of the CREATE$IO$JOB system call in the iRMX® Extended I/O System Calls manual shows the format of an exit message.

The format of the Loader Result Segment is provided later in this description.
**Output Parameters**

job A TOKEN, returned by the Application Loader, for the newly created I/O job. This token is valid only if the Application Loader returns an E$OK condition code to the WORD pointed to by the except$ptr parameter.

except$ptr A POINTER to a WORD where the Application Loader is to place the condition code generated by the sequential part of the system call.

**Description**

This system call operates in two phases. The first phase occurs during the sequential part of this system call. (Refer to the iRMX® I Application Loader User's Guide for a discussion of the sequential and concurrent parts of an asynchronous system call.) During this first phase, the Application Loader does the following:

- Checks the validity of the header record of the target file and calculates the required memory pool that will be given to the new job.
- Creates an I/O job. This I/O job is a child of the calling task's job. The initial task of this job is a loader task that will asynchronously load the object file.
- Returns a condition code reflecting the success or failure of the first phase. The Application Loader places this condition code in the WORD pointed to by the except$ptr parameter. If the condition code is not E$OK, the job token returned is not valid and the asynchronous part of the call did not execute.

The second phase occurs during the concurrent part of the system call. This part runs as the initial task in the new job and does the following:

- Loads the file designated by the connection parameter.
- Creates the task that will execute the loaded code. If there are no errors while the file is being loaded and if bit 1 of the task$flags parameter is 0, the concurrent part makes the task in the new job ready to run. If bit 1 of task$flags is 1, the task will be suspended until an RQ$START$I0$JOB is issued for this task.
- Sends a Loader Result Segment to the mailbox specified by the msg$mbox parameter. One element in this segment is a condition code indicating the success or failure of the second phase.
- If the object file does not contain overlays, the loader task will delete itself at this point. If it does contain overlays, the loader task will be suspended, until a request to load an overlay is issued.
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**NOTE**

This system call should be invoked only by tasks running within I/O jobs.
Failure to heed this restriction causes the Application Loader to return an
E$CONTEXT exception code.

**Pool Size For The New Job**

The Application Loader uses the following information to compute the size of the memory
pool for the new I/O job:

- The pool$min parameter, as a number of 16-byte paragraphs.
- The pool$max parameter, as a number of 16-byte paragraphs.
- An Application Loader configuration parameter specifying the default dynamic
memory requirements. (Refer to the [iRMX® I Interactive Configuration Utility Reference
Manual](#) for information about configuring the Application Loader.)
- Memory requirements specified in the target file.

The Application Loader gives you three options for setting the size of the I/O job’s
memory pool:

1. You can set both pool$min and pool$max to 0. If you do this, the Application
Loader decides how large a pool to allocate to the new I/O job. The Application
Loader uses the requirements of the target file and the default memory pool size --
established when the system is configured -- to make this decision. Unless you have
unusual requirements, you should choose this option.

2. You can use either pool$min or pool$max or both to override the Application
Loader’s decision on pool size. If the Application Loader’s decision lies outside the
bound(s) that you specify, the Application Loader adjusts its decision so it complies
with your bounds.

3. If you set pool$max to $FFFFH, the Application Loader allows the new I/O job to
borrow memory from the calling task’s job. The initial size of the memory pool is
based on the pool$min parameter.

If you select Option 1 or 2, the Application Loader creates an I/O job with the minimum
pool size equal to the maximum pool size. This means that the new I/O job will not be able
to borrow memory from the calling task’s job. If you want the I/O job to be able to borrow
memory, select Option 3.

This system call is asynchronous. It allows the calling task to continue running while the
loading operation is in progress. When the loading operation is finished the Application
Loader sends a Loader Result Segment to the mailbox designated by the msg$mbox
parameter. Refer to the [iRMX® I Application Loader User’s Guide](#) for a detailed
description of asynchronous system call behavior.
Format Of The Loader Result Segment

The Loader Result Segment has the form described below. This structure is deliberately compatible with the structure of the message returned when an I/O job exits. (See the iRMX® Extended I/O System User's Guide for a description of exit messages.)

```
STRUCTURE    (termination$code WORD,  
                except$code    WORD,   
                job$token     TOKEN,  
                return$data$len BYTE,  
                record$count  WORD,   
                error$rec$type BYTE,   
                undefined$ref WORD,   
                mem$requested  WORD,   
                mem$received   WORD);   
```

where:

**termination$code**  A WORD indicating the success or failure of the loading operation.
- A value of 100H indicates that the loading operation succeeded.
- A value of 2 indicates that the loading operation failed. In this case, your system should delete the newly created I/O job; the Application Loader doesn't do so.

**except$code**  A WORD containing the concurrent condition code. Codes and interpretations follow this description.

**job$token**  A TOKEN for the newly created I/O job.

**return$data$len**  A BYTE that indicates the length of the remainder of the data structure minus 13 bytes. This BYTE is always set to 9.

**record$count**  A WORD containing the number of records read by the Application Loader. If the load operation terminates prematurely, this value indicates the last record read.

**error$rec$type**  A BYTE identifying the type of record causing the termination of the loading operation.
- A value of 0 means that no record caused termination.
- A non-0 value indicates the type of the record that caused premature termination. Object record types are documented in the Intel publication *8086 Relocatable Object Module Formats.*
This value tells whether the Application Loader found undefined external references while loading the job. An undefined external reference usually results from a linking error. The Application Loader continues to run even if a target file contains undefined external references. The value of undefined$ref depends upon the configuration of the Application Loader. (See the *iRMX® I Hardware and Software Installation Guide* and the *iRMX® I Interactive Configuration Utility Reference Manual* for information about configuring the Application Loader.)

- If the Application Loader is configured to load LTL code, as well as PIC and absolute code, undefined$ref contains the number of undefined external references the Application Loader detected during the loading operation. (Note that undefined$ref equals the number of undefined external references even if the Application Loader is loading PIC or absolute code.)

- If the Application Loader is configured to load only PIC or absolute code or only absolute code, the Application Loader sets undefined$ref to 1 or to 0. It is 1 if the Application Loader found undefined external references; otherwise, it is 0.

A WORD indicating the number of 16-byte paragraphs the target file requested for the new job, including the memory needed for all segments and that needed for the job's memory pool.

A WORD indicating the number of 16-byte paragraphs actually allocated to the new job.

**Condition Codes**

This system call can return condition codes at two different times. Codes returned to the calling task immediately after the invocation of the system call are considered sequential condition codes. Codes returned after the concurrent part of the system call has finished running are considered concurrent condition codes. The following list is divided into two parts -- one for sequential codes and one for concurrent codes.

**Sequential Condition Codes**

The Application Loader returns one of the following condition codes to the WORD pointed to by the except$ptr parameter:

- **E$OK** 0000H No exceptional conditions.
- **E$BAD$HEADER** 0062H The object file contains an invalid header record.
ESCHECKSUM 0064H The header record of the target file contains a checksum error.

ESCONNSNOT$OPEN 0034H The Application Loader opened the connection, but some other task closed the connection before the loading operation was begun.

ESCONNSOPEN 0035H The specified connection was already open.

ESCONTEXT 0005H The calling task's job is not an I/O job.

E$EOF 0065H The Application Loader encountered an unexpected End-Of-File while reading a record.

E$EXIST 0006H At least one of the following is true:
• The connection parameter is not a token for an existing object.
• The calling task’s job has no global job. Refer to the iRMX® Extended I/O System User's Guide for a definition of global job.
• The msg$mbox parameter does not refer to an existing object.

EFACCESS 0026H The specified connection does not have "read" access to the file.

E$FLUSHING 002CH The device containing the target file is being detached.

EO$IO$HARD 0052H A hard I/O error occurred. This means that another try is probably useless.

EO$IO$OPRINT 0053H The device containing the target file is off-line. Operator intervention is required.

EO$IO$SOFT 0051H A soft I/O error occurred. This means that the I/O System tried to perform the operation and failed, but another try might still be successful.

EO$IO$UNCLASS 0050H An unknown type of I/O error occurred.

EO$IO$WRPROT 0054H The volume is write-protected.

E$JOB$PARAM 8060H The pool$max parameter is both non-zero and smaller than the pool$min parameter.
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<table>
<thead>
<tr>
<th>Error Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$JOB$SIZE 006DH</td>
<td>The pool$max parameter is non-0 and too small for the target file.</td>
</tr>
<tr>
<td>E$LOADER$SUPPORT 006FH</td>
<td>The target file requires capabilities not configured into the Application Loader. For example, the Application Loader might be attempting to load PIC code when configured to load only absolute code.</td>
</tr>
<tr>
<td>E$MEM 0002H</td>
<td>The memory available to the calling task's job or the Basic I/O System is not sufficient to complete the call.</td>
</tr>
<tr>
<td>E$NO$LOADERS$MEM 0067H</td>
<td>The memory pool of the newly created I/O job does not currently have a block of memory large enough to allow the Application Loader to run.</td>
</tr>
<tr>
<td>E$NOT$CONFIGURED 0008H</td>
<td>This system call is not part of the present configuration.</td>
</tr>
<tr>
<td>E$NOT$FILE$CONN 0032H</td>
<td>The specified connection is to a device rather than to a named file.</td>
</tr>
<tr>
<td>E$PARAM 8004H</td>
<td>At least one of the following is true:</td>
</tr>
<tr>
<td></td>
<td>• The task$priority parameter is higher (numerically lower) than the newly created I/O job's maximum priority. This maximum priority is specified during the configuration of the Extended I/O System (if the job is a descendant of the Extended I/O System) or of the Human Interface (if the job is a descendant of the Human Interface).</td>
</tr>
<tr>
<td></td>
<td>• The value of the except$mode field within the except$handler structure lies outside the range 0 through 3.</td>
</tr>
<tr>
<td>E$SHARE 0028H</td>
<td>The calling task tried to open a connection to a file already being used by some other task, and the file's sharing attribute is not compatible with the open request.</td>
</tr>
<tr>
<td>E$SUPPORT 0023H</td>
<td>The specified connection was not created in this job.</td>
</tr>
<tr>
<td>E$TIME 0001H</td>
<td>The calling task's job is not an I/O job.</td>
</tr>
</tbody>
</table>
Concurrent Condition Codes

After the Application Loader attempts the loading operation, it returns a condition code in the except$code field of the Loader Result Segment. The Application Loader can return the following condition codes:

- **E$OK** 0000H  
  No exceptional conditions.

- **E$BAD$GROUP** 0061H  
  The target file contains an invalid group definition record.

- **E$BAD$SEGDEF** 0063H  
  The target file contains an invalid segment definition record.

- **E$CHECKSUM** 0064H  
  At least one record of the target file contains a checksum error.

- **E$EOF** 0065H  
  The call encountered an unexpected End-Of-File.

- **E$EXIST** 0006H  
  At least one of the following is true:
  - The mailbox specified in the msg$mbox parameter was deleted before the loading operation was completed.
  - The device containing the target file was detached before the loading operation was completed.

- **E$FACCESS** 0026H  
  The default user of the newly created I/O job does not have "read" access to the target file.

- **E$FIXUP** 0066H  
  The target file contains an invalid fixup record.

- **E$FLUSHING** 002CH  
  The device containing the target file is being detached.

- **E$IO$HARD** 0052H  
  A hard I/O error occurred. This means that another try is probably useless.

- **E$IO$OPRINT** 0053H  
  The device containing the target file is off-line. Operator intervention is required.
<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$IO$SOFT</td>
<td>0051H A soft I/O error occurred. This means that the I/O System tried to perform the operation and failed, but another try might still be successful.</td>
</tr>
<tr>
<td>E$IO$UNCLASS</td>
<td>0050H An unknown type of I/O error occurred.</td>
</tr>
<tr>
<td>E$IO$WRPROT</td>
<td>0054H The volume is write-protected.</td>
</tr>
<tr>
<td>E$LIMIT</td>
<td>0004H At least one of the following is true:</td>
</tr>
<tr>
<td></td>
<td>• The task priority parameter is higher (numerically lower) than the newly created I/O job's maximum priority. This maximum priority is specified during the configuration of the Extended I/O System (if the job is a descendant of the Extended I/O System) or during configuration of the Human Interface (if the job is a descendant of the Human Interface).</td>
</tr>
<tr>
<td></td>
<td>• Either the newly created I/O job, or its default user, is already involved in 255 (decimal) I/O operations.</td>
</tr>
<tr>
<td></td>
<td>• The calling task's object directory is full.</td>
</tr>
<tr>
<td></td>
<td>• The root object directory is full.</td>
</tr>
<tr>
<td>E$NO$LOADERS$MEM</td>
<td>0067H There is not sufficient memory available to the newly created I/O job or the Basic I/O System to allow the Application Loader to run.</td>
</tr>
<tr>
<td>E$NO$MEM</td>
<td>0068H The Application Loader is attempting to load PIC or LTL groups or segments, but the memory pool of the newly created I/O job does not currently contain a block of memory large enough to accommodate these groups or segments.</td>
</tr>
<tr>
<td>E$NO$START</td>
<td>006CH The target file does not specify the entry point for the program being loaded.</td>
</tr>
<tr>
<td>E$PARAM</td>
<td>8004H The target file has a stack smaller than 16 bytes.</td>
</tr>
<tr>
<td>E$REC$FORMAT</td>
<td>0069H At least one record in the target file contains a format error.</td>
</tr>
<tr>
<td>Code</td>
<td>Description</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>E$REC$LENGTH 006AH</td>
<td>The target file contains a record longer than the Application Loader's internal buffer. The internal buffer length is specified during the configuration of the Application Loader. Refer to the iRMX® I Hardware and Software Installation Guide and the iRMX® I Interactive Configuration Utility Reference Manual for information about configuring the Application Loader.</td>
</tr>
<tr>
<td>E$REC$TYPE  006BH</td>
<td>At least one of the following is true:</td>
</tr>
<tr>
<td></td>
<td>• At least one record in the target file is of a type that the Application Loader cannot process.</td>
</tr>
<tr>
<td></td>
<td>• The Application Loader encountered records in a sequence that it cannot process.</td>
</tr>
<tr>
<td>E$SEG$BOUNDS 0070H</td>
<td>The Application Loader created a segment into which to load code. One of the data records specified a load address outside of the new segment.</td>
</tr>
</tbody>
</table>
The **S$LOAD$IO$JOB** system call synchronously loads an object file from secondary storage to memory and creates an I/O job for it.

**RQ$S$LOAD$IO$JOB** creates a new job using **RQ$CREATE$IO$JOB** and loads the specified object file. The loaded file's code becomes the initial task of the new job. The calling task is suspended during the loading operation. If the **task$flags** parameter specifies delayed activation, a **START$IO$JOB** call must be issued to start the new task. If the **task$flags** parameter specifies immediate activation, the task becomes ready at the end of the loading operation.

```plaintext
job = RQ$S$LOAD$IO$JOB(path$ptr, pool$min, pool$max, except$handler, job$flags, task$priority, task$flags, msg$mbox, except$ptr);
```

### Input Parameters

- **path$ptr**: A POINTER to a STRING containing a path name for the named file with the object code to be loaded. The path name must conform to the Extended I/O System path name syntax for named files. If you are not familiar with iRMX I path name syntax, refer to the *iRMX® Extended I/O System User's Guide*.

- **pool$min**: A WORD containing a value that the Application Loader uses to compute the pool size for the new I/O job. See the DESCRIPTION section for details.

- **pool$max**: A WORD containing a value that the Application Loader uses to compute the pool size for the new I/O job. See the DESCRIPTION section for details.

- **except$handler**: A POINTER to a structure of the following form:

  ```plaintext
  STRUCTURE (
    exception$handler$offset WORD,
    exception$handler$base TOKEN,
    exception$mode BYTE)
  ```

  The Application Loader expects you to designate an exception handler to be used both for the new task and for the new job's default exception handler. If you want to designate the system default exception handler, do so by setting **exception$handler$base** to 0. If you set the base to any other value, then the Application Loader assumes that the first two words of this structure point to the first instruction of your exception handler.
Set the exception mode to tell the Application Loader when to pass control to the new task's exception handler. Encode the mode as follows:

<table>
<thead>
<tr>
<th>Value</th>
<th>When Control Passes</th>
<th>To Exception Handler</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Control never passes to handler</td>
<td>Control never passes to handler</td>
</tr>
<tr>
<td>1</td>
<td>On programmer errors only</td>
<td>On programmer errors only</td>
</tr>
<tr>
<td>2</td>
<td>On environmental conditions only</td>
<td>On environmental conditions only</td>
</tr>
<tr>
<td>3</td>
<td>On all exceptional conditions</td>
<td>On all exceptional conditions</td>
</tr>
</tbody>
</table>

For more information regarding exception handlers and the exception mode, refer to the iRMX® I Nucleus User's Guide.

**job$flags**

A WORD specifying whether the Nucleus is to check the validity of objects used as parameters in system calls. Setting bit 1 (where bit 0 is the low-order bit) to 0 specifies that the Nucleus is to check the validity of objects. All bits other than bit 1 must be set to 0.

**task$priority**

A BYTE which,

- if equal to 0, indicates that the new job's initial task is to have a priority equal to the maximum priority of the initial job of the Extended I/O System.

- if not equal to 0, contains the priority of the initial task of the new job. If this priority is higher (numerically lower) than the maximum priority of the initial job of the Extended I/O System, an E$PARAM error occurs.

**task$flags**

A WORD indicating whether the initial task uses floating-point instructions, and whether to start the task immediately.

Set bit 0 (the low-order bit) to 1 if the task uses floating-point instructions; otherwise set it to 0.

Bit 1 indicates whether the initial task in the job should run immediately, or whether it should be suspended until a START$IOS$JOB system call is issued to start it. Set bit 1 to 0 if the task is to be made ready immediately; set it to 1 if the task is to be suspended.

Set bits 2 through 15 to 0.
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**msg$mbox** A TOKEN for a mailbox that receives an exit message from the newly created I/O job. This parameter is similar to the CREATE$IO$JOB system call documented in the iRMX® Extended I/O System Calls manual, with these exceptions:

- You must always specify a valid mailbox TOKEN for this parameter.
- SELECTOR$OF(NIL) or zero may not be used as a value for the TOKEN.
- Each call to S$LOAD$IO$JOB requires a unique mailbox.

**Output Parameters**

**job** A TOKEN, returned by the Application Loader, for the newly created I/O job. This token is valid only if the Application Loader returns an E$OK condition code to the WORD specified by the except$ptr parameter.

**except$ptr** A POINTER to a WORD where the Application Loader is to place a condition code.

**Description**

This system call performs the same function as A$LOAD$IO$JOB. The only difference between the calls is that S$LOAD$IO$JOB is synchronous. That is, the calling task resumes running only after the call has completed its attempt to create an I/O job and a user task in that job.

The Application Loader does not necessarily have exclusive access to the file being loaded. During the loading operation, however, if other tasks are also using the file, they may access the file only for reading.

**NOTE**

This system call should be invoked only by tasks running within I/O jobs. Failure to heed this restriction causes the Application Loader to return an E$CONTEXT exception code.
Pool Size For The New Job

The Application Loader uses the following information to compute the size of the memory pool for the new I/O job:

- The pool$min parameter, as a number of 16-byte paragraphs.
- The pool$max parameter, as a number of 16-byte paragraphs.
- An Application Loader configuration parameter specifying the default dynamic memory requirements. (Refer to the iRMX® I Hardware and Software Installation Guide and the iRMX® I Interactive Configuration Utility Reference Manual for information about configuring the Application Loader.)
- Memory requirements specified in the target file.

The Application Loader gives you three options for setting the size of the I/O job’s memory pool:

1. You can set both pool$min and pool$max to zero. If you do this, the Application Loader decides how large a pool to allocate to the new I/O job. The Application Loader uses the requirements of the target file and the default memory pool size--established when the system is configured--to make this decision. Unless you have unusual requirements, you should choose this option.

2. You can use either pool$min or pool$max or both to override the Application Loader’s decision on pool size. If the Application Loader’s decision lies outside the bound(s) that you specify, the Application Loader adjusts it to comply with your bounds.

3. If you set pool$upper$bound to $FFFFH, the Application Loader allows the new I/O job to borrow memory from the calling task’s job.

If you select Option 1 or 2, the Application Loader creates an I/O job with the minimum pool size equal to the maximum pool size. This means that the new I/O job will not be able to borrow memory from the calling task’s job. If you want the I/O job to be able to borrow memory, select Option 3.

Condition Codes

The Application Loader returns one of the following condition codes to the WORD specified by the except$ptr parameter of this system call:

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$OK</td>
<td>0000H  No exceptional conditions.</td>
</tr>
<tr>
<td>E$BAD$GROUP</td>
<td>0061H  The target file contains an invalid group definition record.</td>
</tr>
<tr>
<td>E$BAD$HEADER</td>
<td>0062H  The object file contains an invalid header record.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESBAD$SEGDEF 0063H</td>
<td>The target file contains an invalid segment definition record.</td>
</tr>
<tr>
<td>E$CHECKSUM 0064H</td>
<td>At least one record in the target file contains a checksum error.</td>
</tr>
<tr>
<td>E$CONTEXT 0005H</td>
<td>The calling task's job is not an I/O job.</td>
</tr>
<tr>
<td>E$EOF 0065H</td>
<td>The call encountered an unexpected End-Of-File.</td>
</tr>
<tr>
<td>E$EXIST 0006H</td>
<td>At least one of the following is true:</td>
</tr>
<tr>
<td></td>
<td>• The msg$mbox parameter is not a token for an existing object.</td>
</tr>
<tr>
<td></td>
<td>• The calling task's job has no global job.</td>
</tr>
<tr>
<td></td>
<td>(Refer to the $iRMX® Extended I/O System User's Guide for a definition of</td>
</tr>
<tr>
<td></td>
<td>global job.)</td>
</tr>
<tr>
<td></td>
<td>• The device containing the target file was detached.</td>
</tr>
<tr>
<td>E$FACCESS 0026H</td>
<td>The default user object for the new I/O job does not have &quot;read&quot; access to</td>
</tr>
<tr>
<td></td>
<td>the specified file.</td>
</tr>
<tr>
<td>E$FIXUP 0066H</td>
<td>The target file contains an invalid fixup record.</td>
</tr>
<tr>
<td>E$FNEXIST 0021H</td>
<td>The specified target file, or some file in the specified path, does not</td>
</tr>
<tr>
<td></td>
<td>exist or is marked for deletion.</td>
</tr>
<tr>
<td>E$FLUSHING 002CH</td>
<td>The device containing the target file is being detached.</td>
</tr>
<tr>
<td>E$INVALID$FNODE 003DH</td>
<td>The fnode for the specified file is invalid, so the file must be deleted.</td>
</tr>
<tr>
<td>E$IO$HARD 0052H</td>
<td>A hard I/O error occurred. This means that another try is probably useless.</td>
</tr>
<tr>
<td>E$IO$JOB 0047H</td>
<td>The calling task's job is not an I/O job.</td>
</tr>
<tr>
<td>E$IO$OPRINT 0053H</td>
<td>The device containing the target file is off-line. Operator intervention</td>
</tr>
<tr>
<td></td>
<td>is required.</td>
</tr>
<tr>
<td>Code</td>
<td>Description</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>E$IO$SOFT</td>
<td>0051H  A soft I/O error occurred. This means that the I/O System tried to</td>
</tr>
<tr>
<td></td>
<td>perform the operation and failed, but another try might still be successful.</td>
</tr>
<tr>
<td>E$IO$UNCLASS</td>
<td>0050H  An unknown type of I/O error occurred.</td>
</tr>
<tr>
<td>E$IO$WRPROT</td>
<td>0054H  The volume is write-protected.</td>
</tr>
<tr>
<td>E$JOB$PARAM</td>
<td>8060H  The pool$max parameter is nonzero and smaller than the pool$min parameter.</td>
</tr>
<tr>
<td>E$JOB$SIZE</td>
<td>006DH  The pool$max parameter is nonzero and too small for the target file.</td>
</tr>
<tr>
<td>E$LIMIT</td>
<td>0004H  Either the newly created I/O job or its default user object is already</td>
</tr>
<tr>
<td></td>
<td>involved in 255 (decimal) I/O operations.</td>
</tr>
<tr>
<td>E$LOADER$SUPPORT</td>
<td>006FH  The target file requires capabilities not configured into the</td>
</tr>
<tr>
<td></td>
<td>Application Loader. For example, it might be attempting to load PIC when</td>
</tr>
<tr>
<td></td>
<td>configured to load only absolute code.</td>
</tr>
<tr>
<td>E$MEM</td>
<td>0002H  The target file contains either PIC segments or groups, or LTL segments</td>
</tr>
<tr>
<td></td>
<td>or groups. In any case, the memory pool of the new I/O job does not have</td>
</tr>
<tr>
<td></td>
<td>a block of memory large enough to allow the Application Loader to load these</td>
</tr>
<tr>
<td></td>
<td>records.</td>
</tr>
<tr>
<td>E$NO$LOADERSMEM</td>
<td>0067H  The memory pool of the newly created I/O job does not currently have</td>
</tr>
<tr>
<td></td>
<td>a block of memory large enough to allow the Application Loader to run.</td>
</tr>
<tr>
<td>E$NO$START</td>
<td>006CH  The target file does not specify the entry point for the program</td>
</tr>
<tr>
<td></td>
<td>being loaded.</td>
</tr>
<tr>
<td>E$NOT$CONFIGURED</td>
<td>0008H  This system call is not part of the present configuration.</td>
</tr>
</tbody>
</table>
At least one of the following is true:

- The task priority parameter is higher (numerically lower) than the newly created I/O job's maximum priority. This maximum priority is specified during the configuration of the Extended I/O System (if the job is a descendant of the Extended I/O System) or of the Human Interface (if the job is a descendant of the Human Interface).

- The value of the except $mode field within the except $handler structure lies outside the range 0 through 3.

- The target file requested a stack smaller than 16 bytes.

The specified pathname contains one or more invalid characters.

At least one record in the target file contains a format error.

The target file contains a record longer than the Application Loader's internal buffer. The Application Loader's buffer length is specified during the configuration of the Application Loader. (See the iRMX® I Hardware and Software Installation Guide and the iRMX® I Interactive Configuration Utility Reference Manual for information about configuring the Application Loader.)

At least one of the following is true:

- At least one record in the target file is of a type that the Application Loader cannot process.

- The Application Loader encountered records in a sequence that it cannot process.

The Application Loader created a segment into which to load code. One of the data records specified a load address outside of the new segment.
<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$TIME 0001H</td>
<td>The calling task's job is not an I/O job.</td>
</tr>
<tr>
<td>E$TYPE 8002H</td>
<td>The connection parameter is a token for an object that is not a connection.</td>
</tr>
</tbody>
</table>
S$OVERLAY

In programs with overlays, the root module of the program calls S$OVERLAY to load overlay modules. The root module must be loaded using one of the system calls that create an I/O job.

CALL RQ$S$OVERLAY(name$ptr, except$ptr);

Input Parameter

name$ptr
A POINTER to a STRING containing the name of an overlay. The overlay name should have only uppercase letters, both in this string and when you specify the name in the LINK86 OVERLAY control. For information about LINK86, refer to the 8086 Family Utilities User's Guide.

Output Parameter

except$ptr
A POINTER to a WORD in which the Application Loader will place a condition code.

Description

Root modules issue this system call when they want to load an overlay module. This call can be used with LTL code or PIC, but it cannot be used with absolute code. The iRMX® I Application Loader User's Guide describes overlays.

Synchronous Behavior

This system call is synchronous. The calling task resumes running only after the system call has completed its attempt to load the overlay.

File Sharing

The Application Loader does not expect exclusive access to the file containing the overlay module. However, while the overlay is being loaded, if other tasks are also using the file, they can access the file only for reading.
Condition Codes

The Application Loader returns one of the following condition codes to the calling task:

- **E$OK** (000H) No exceptional conditions.
- **E$CHECKSUM** (0064H) At least one record in the target overlay contains a checksum error.
- **E$EOF** (0065H) The call encountered an unexpected End-Of-File.
- **E$EXIST** (0006H) The specified device does not exist.
- **E$FIXUP** (0066H) The target file contains an invalid fixup record.
- **E$FLUSHING** (002CH) The device containing the target file is being detached.
- **E$IO$HARD** (0052H) A hard I/O error occurred. This means that another try is probably useless.
- **E$IO$OPRINT** (0053H) The device containing the target overlay is offline. Operator intervention is required.
- **E$IO$SOFT** (0051H) A soft I/O error occurred. This means that the I/O System tried to perform the operation and failed, but another try might still be successful.
- **E$IO$UNCLASS** (0050H) An unknown type of I/O error occurred.
- **E$LIMIT** (0004H) Either the calling task's job, or its default user object, is already involved in 255 (decimal) I/O operations.
- **E$NOMEM** (0068H) The overlay module contains either PIC segments or groups, or LTL segments or groups. In any case, the memory pool of the new I/O job does not have a block of memory large enough to allow the Application Loader to load the overlay module.
- **E$NOT$CONFIGURED** (0008H) This system call is not part of the present configuration.
- **E$REC$FORMAT** (0069H) At least one record in the target overlay contains a format error.
<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$REC$LENGTH 006AH</td>
<td>The target overlay contains a record longer than the Application Loader's maximum record length. The Application Loader's maximum record length is a parameter specified during the configuration of the Application Loader.</td>
</tr>
</tbody>
</table>
|E$REC$TYPE 006BH| At least one of the following is true:  
- At least one record in the target overlay is of a type that the Application Loader cannot process.  
- The Application Loader encountered records in a sequence that it cannot process. |
|E$OVERLAY 006EH| The overlay name indicated by the name$ptr parameter does not match any overlay module name, as specified with the OVERLAY control of the LINK86 command. |
|E$SEG$BOUNDS 0070H| The Application Loader created a segment into which to load code. One of the data records specified a load address outside of the new segment. |
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