









































































































































































































































































































































Definition of Software Terminal Channels

Software terminals, like all other communications channels, are defined in the Channel

Master File (CMF). An eniry must be made in the CMF for the software terminal facility,
itself, as well as two for each pipe to be defined. A sample CMF excerpt is shown below.

name: sty; /* entry for facility */

service: multiplexer;

multiplexer_type: sty;

name: sty.slogin_001-sty.slogin_020; /* entry for server side
of login channels %/

service: login;

terminal_type; STY;

name: sty.sslave _001-sty.sslave_005; /* entries for server
slave channels %/

service: slave;

terminal_type: STY;

name: sty.ulogin_00l-sty.ulogin_020; /* entries for user side
of login channels %/
service: autocall;
terminal_type: STY_USER;

name: sty.uslave _00l-sty.uslave_005; /* entries for user sides
of slave channels */
service: autocall;
terminal_type: STY_USER;

The above configuration defines a system with 20 software terminals for login service
and five for slave service. Each one has two channels associated with it, the "server" and
"user" sides. The server and user sides must have the same name, except for the first
character of the last component, which should be "s" for servers and "u" for users.

If you type ahead on a login service channel that expects an answerback, the
typed-ahead data is interpreted as the answerback string, causing STY to be hung up. You
can avoid this circumstance by specifving the dont_read_answerback attribute for the login
STY.

Multiplexer Terminal Types
The terminal types associated with software terminals (STY and STY_USER) define the

conversions appropriate to these channels.

Use of software-simulated terminals is incompatible with the access isolation mechanism
(AIM).
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SPECIFICATIONS FOR AND ADMINISTRATION OF X.25 NETWORK CONNECTIONS

The Multics Communications System provides support for a connection to a packet
switching network through an interface complying with 1980 CCITT Recommendation X.25.
The networks certified for use include TYMNET, DATAPAC, TELENET, and UNINET.

The Multics Communications System contains a multiplexing mechanism that allows each
logical channel through the network to be independently controlled. In this manner, it is
possible to configure some logical channels as login terminals, while others may be used for
outgoing access. :

Hardware Requirements

The X.25 interface runs only on a DCU6661 FNP with at least 64K words of memory.
Each separate X.25 connection requires an HDLC interface feature. Those supported are:

e DCF6620 0-9600 bits/sec V.24 interface (RS232-C)
. DCF6623 0-72000 bits/sec V.35 interface
° DCF6622 0-72000 bits/sec Bell 3XX interface

Software Support

The X.25 communications protocol is an international standard that defines an interface
to various public data networks. The information below describes various aspects of the X.25
interface as implemented on Multics systems. It is assumed that the user is familiar with the
terminology used in defining the X.25 international standard.

LINK LEVEL {X.25 LEVEL 2)

Both the LAPB and LAP link-level procedures are supported. Multics can act as either
a DTE or DCE. The link-level parameters can be controlled on a per-link basis as follows:

Timer (T1) 0-51.1 sec in units of .1 sec.
Timer (T3) 1-511 sec
Maximum Number of Transmissions (N2) 1-511

Maximum Number of Bits in an | Frame (N1) 24-8232 in multiples of 8 bits
Maximum Number of OQutstanding | Frames (k) 1-7

The link-level parameters are specified in the additional_info keyword used with the
TTF entry for X.25 channels. See "Terminal Type File" below.

PACKET LEVEL (X.25 LEVEL 3)

Permanent Virtual Circuit and Datagram service are not supported. Up to 4095 virtual
circuits can exist. A "virtual circuit" is the equivalent of a logical channel. The maximum
User Data field length can be any of 64, 128, 256, 512, and 1024 octets and must be the
same for all virtual circuits. The window size can be chosen from 1-7 and must be the same

for all virtual circui User Data field length and window size are defined in the
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additional_info keyword used with the TTF entry for X.25 channels. See "Terminal Type File"
below. Use of the More Data Mark (M bit) is not supported. Use of the Qualifier (Q) bit
other than by X.29 is not supported. The following Optional User Facilities are not
supported:

Exiended Packet Sequence Numbering
Packet Retransmission

Closed User Group

RPOA Selection

Flow Control Parameter Negotiation
Throughput Class Negotiation

TERMINAL CONTROL LEVEL

In general, the terminal control protocol described by the 1980 CCITT recommendations
X.3 and X.29 is supported. The X.3 parameters supported and corresponding Multics terminal
modes are described below. (Multics terminal modes are specified as part of the TTF entry
used to define each terminal. See the Mul/tics Programmer’'s Reference Manual/, Order No.:
AG91, for a description of the TTF.)

1 PAD recall by escaping from the data transfer rawi

state
2 Echo echoplex
3 Selection of data forwarding signal always set to 126
L Selection of idle timer delay breakall
5 Ancillary device control iflow
] Selection of operation of PAD on receipt of hndlquit
break signal from the start-stop mode DTE
8 Discard output used by interrupt
procedure
12 Flow control of the PAD by the start-stop of low
mode DTE
13 LF insertion 1fecho

In addition, the following DATAPAC national parameters are supported:

125 Output pending timer polite

Implementing an X.25 Capability on Multics
In order to obtain an X.25 capability on Multics, the user must:
1. Add appropriate X.25 software to the FNP.

2. Define the X.25 connection (physical channel) and the various terminals to be
associated with the channel.

3. Install a specially defined Terminal Type File (TTF).

A description of each procedure is listed below.
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THE FNP CORE IMAGE

Support of an X.25 connection on Multics requires that the software module
"x25_tables" be present in the FNP core image. To accomplish this, the bindfile must be
changed to include x25_tables, and a new core image must be generated. For further details
see Section 6 ("FNP Core Images”) and the description of the bind_fnp command in Section
7.

DEFINITION OF X.25 CHANNELS

One channel must be defined in the Channel Master File (CMF) for each X.25 network
connection. Appropriate subchannels must be defined for each terminal to be associated with
the multiplexed channel. A sample CMF follows.

name: b.h102;

baud: 9600; .
line_type: X25LAP%

service: multiplexer;
multiplexer_type: x25;
terminal_type: X25_DATAPAC;

name: b.h102.001-b.h102.050;
service: login;
terminal_type: ASCII;

name: b.h102.051-b.h102.063;
service: autocall;
terminal_type: none;

The above configuration defines a connection to the network at 9600 baud through
channel b.h102. Multics will behave as the DTE (the default type) and will use the basic
X.25 protocol. There are 50 inward (login) channels and 13 outward channels.

TERMINAL TYPE FILE (TTF)

The user must install a specially defined TTF to support the X.25 facility. The TTF
must contain a site-specific entry for the X.25 connection. Examples of entries for TYMNET
and DATAPAC are supplied in the TTF shipped with the system.

The only portion of the TTF entry that is used is the "additional_info" keyword. The
character string is used to specify the value of various parameters used to control multiplexer
operation. The parameters are all optional except "n_lc,” which must be specified. The field
is formatted as a series of parameter assignments, separated by spaces.
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A sample TTF entry for a X.25 multiplexer might appear as follows:

terminal_type:  X25_TYMNET e

additional_info: '"network=tymnet n_lc=32 packet_size=128 window_size=2
type=DTE 1ink_protocol=LAP frame_size=8232 T1=3 N2=20
T3=3 K=7";

The complete set of parameters is listed below:

name: type

values: DTE, DCE

default: DTE

meaning: specifies whether the Multics system behaves as the DTE or DCE.

name: link_protocol

values: LAP, LAPB

default: LAP

meaning: connection mode is either LAP or LAPB (Balanced).

name: disc_first

values: yes, no

default: no

meaning: specifies whether Multics enters the DISC SEND state. This should only be
used for networks implementing the old TELENET X.25 protocols.

name: frame_size

values: 24 through 8232 in muitipies of 3

default: 1064

meaning: specifies the maximum size, in bits, of transmitted frames. This size must be

large enough to contain a packet whose length is packet_size (see below) plus

the level 3 header (3 or 4 characters).

name; K

values: 1 through 7

default: 7

meaning: specifies the number of outstanding unacknowledged frames allowed.
name: N2

values: 1 through 511

default: 20

meaning: specifies the number of times a frame is retransmitted before the link is reset.
name: T1

values: .1 through 51. (in tenths of a second:)

default: 3.0

meaning: specifies the time, in seconds, to wait for a frame acknowledgement.
name: T3

values: 1 through 511

default: 3.0

meaning: specifies the number of seconds to wait for a response to a link reset.
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name:
values:
default:
meaning:

name:
values:
default:
meaning;

name:
values:
default:
meaning;

name:
values:
default:
meaning:

name:
values:
default:
meaning:

name:
values:
default:
meaning:

packet_size

64 through 1024

128

specifies the maximum number of octets (characters) to be transmitied in a
single packet.

collect

yes, no

no

specifies that all outgoing calls from a given Xx.25 multiplexer are to be made
collect; i.e., the receiving system is to pay the network charges.

packet_threshold

2 through 1025

packet_size+1

specifies the minimum length of a "long packet". The multiplexer will not
output a long packet if there are any short packets queued for output. The
effect of this is to optimize the transmission of short packets such as might be
used to echo character-at-a-time input. The default value of one greater than
the maximum packet size has the effect of disabling the preferential treatment
of short packets.

For example, if a number of Emacs users are sharing a network connection
with an output-intensive application such as Inter— Multics File Transfer, the
site may want to set the packet threshold to a small value in order to give the
1- to 3-—character packets used to echo input priority over the large packets
generated by the file transfer application.

window_size

1 through 7
2
specifies the window size W to be used in communicating with the network.

local_address Py aya [l

1 to 15 decimal digits

none

specifies the local address to be used in call request packets. This parameter
has no default value; if no value is specified, none is used.

network

tymnet, datapac

none

specifies which set of national parameters will be assumed. This parameter has
no default value; if no value is specified, none is used.
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name: n_lc— <

values: 1 through 4095

default: none ~.

meaning: specifies the number of X.25 logical channels to be defined. This parameter
has no default value and must be specified.

name; d_bit

values: yes, no

defaulf: yes

meaning: specifies whether the network supports the use of the D bit for end-to—end
acknowledgement.

name: breakall_idle_timer

values: 1 through 255

default: 2

meaning: specifies the value that will be used to set PAD parameter 4 (the idle timer)

when a user enters breakall mode. The value is specified in twentieths of a
second. Changing this value will cause users to see different response
characteristics in applications which use breakall mode (e.g. video, emacs). The
PAD will not forward input until the user has not typed anything for the
specified time. This can greatly decrease the number of packets sent for input,
and thus the load on the network, the Multics frontend, and Multics itself.
The disadvantage of a longer timer is that the user will not see his input
echoed until the PAD sends a packet to Multics.

CONNECTING TO A FOREIGN SYSTEM THROUGH A PROTOCOL CONVERTER

A user logged into Multics on an asynchronous terminal can talk to a foreign system by
attaching to a protocol converter through subchannels on an FNP. Any incompatibilities
between the terminal type and the foreign system are made transparent by the protocol
converter. For example, the Renex Protocol Converter, Model RTY9B, manufactured by the
Renex Corporation of Springfield, Virginia, can be used to connect Multics to an IBM system,
by simulating a 3270 terminal controller.

The connection is made through the services of the dial_out facility, by specifying either
the dial_out or connect command to a generic destination, thereby causing a privileged_attach
of a slave channel with a matching destination. Alternatively, a dial out over an autocall
channel can be effected, but this requires that a specific destination be supplied. The dial_out
and connect commands are described in detail in the Mu/ltics Commands and Active
Functions manual, Order No.. AG92. The generic_destination statement is part of the CMF
channel entry (see below).

Once the connection is established, data transmission may commence between the two
nodes at a speed appropriate to the configuration (i.e., the FNP and the protocol converter in
use). A wait request is available for wuse with dial_out exec_coms, which allows for
synchronization of transmissions from the foreign system (see the description of the dial_out

command in the Multics Commands and Active Functions manual, Order No.: AG92).
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Channel Definition for Foreign System Connections

Typically, a number of channels are hardwired between the Multics FNP and the
protocol converter. Their CMF entries include a generic_destination statement to be specified
in the dial_out command. A sample excerpt from the CMF is shown below; note that the
channel names can be arbitrary. For a complete description of the CMF, see Section 4.

name: a.h006;

terminal_type: ascii;

baud: 9600;

attributes: hardwired, dont_read_answerback;
generic_destination: |BMI1;

service: slave;

comment: 'connection to IBM system through Renex protocol converter';

name: b.h102;

terminal_type: ascii;

baud: 9600;

attributes: hardwired, dont_read_answerback;
generic_destination: IBMI1;

service: slave;

comment: '‘connection to IBM system through Renex protocol converter';

This excerpt defines two channels connected to an IBM system through a Renex protocol
converter that simulates a 3270 terminal controller. By entering the dial_out command to the

generic destination (dial_out IBM1), the user can attach whichever line is available to
communicate with the IBM system.

Mapping the Terminal Type to the Foreign System

Sometimes the channel requires special initialization before communication can be
established (this usually depends on the compatibility between the terminal type and the
foreign system). Thus, a protocol converter commonly determines the user’s terminal type so

that any necessary mapping of terminal functions can be performed before the connection is
established.
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When terminal conditioning is required, the user enters the connect command, rather
than the dial out command, to the generic destination (connect IBM1, for the excerpt above),
which automatically executes a site-supplied dial_out exec_com (IBM1l.dial_out, in this case) to
perform the appropriate startup functions. The connect command bypasses any existing user
dial_out start_up exec_com, searching the dial_out search list as follows:

-working_dir
>udd>[user project]>dial_out_dir
>site>dial_out_dir

A sample dial_out exec_com to start up communications on a line attached through a
Renex protocol converter is shown below.

&version 2
&trace off
&_
&- Translate terminal type to Renex terminal type number.
&= |f the terminal type is not supported by Renex,
&- generate XX for the terminal number.
8-
&set renex_type
&+ &[e before
&+ &le after
&+ :VIP7200:03:VIP7201:03:VIP7205:03:VIP7801:03
§+:VIP7803:03:VIP7804:03:ADM3A:06:HAZELTINE1500:02
§+:HP26271:09: IBM3101_1X:01:iBHR3101_2X:01:TV1920:05
&+:TV1950:05:VT52:01:VT100:01: [g¢ user term_type]:XX:
&+ :[e user term_type]: ]

&+ :]
&-
&~ Wake up Renex converter.
G—
send \015
G_

&- |If the terminal number is XX, display the Renex
&- terminal menu and let the user decide what to do.

8—

¢if &[e equal &(renex_type) XX] &then &quit
&else &do

&—

&- User terminal type is known. Discard the Renex menu
&~ and tell the Renex converter what the terminal is.

8—
..file_output [pd]>&!
wait "ENTER TERMINAL NUMBER, 2 DIGITS." ~-time 20
..ro; di [pd]l>é&!
send & (renex_type)
&end
&quit
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APPENDIX B

MULTICS COMMUNICATION SYSTEM MEMORY
CONFIGURATOR

This appendix provides a Multics Communication System memory configurator which can
be used to approximate maximum memory utilization on the FNP.

These calculations assume an FNP configured with at least 64K of memory.

DN6670 CONFIGURED WITH AT LEAST 64K OF MEMORY

1. Table 1 lists those modules that are required to be in the core image. Also included is
the memory required to support the JOM table and interrupt vectors. The init module is
released for buffer space at the end of FNP initialization and is not to be included in
the total count. The FNP requires around 30 buffers for DIA queues and other support
operations and this is included in the minimum buffer pad entry.

TABLE 1

MODULE LENGTH TOTAL
control_tables 1828 1828
hsla_man L602 L602
dia_man 3776 3776
interpreter 2140 2140
scheduler 1310 1310
utilities 3416 3416
minimum buffer pad 960 960
interrupt vect 512 512
iom tables 32 32
paging windows 512 512
init 2772

SubTotall 19088
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Table 2 lists the modules that a site may optionally configure based on the CDT and
other site requirements. Refer to Section 6 of this manual for details of when one of
these should be included. Sum the TOTAL column and enter result in the box after
SubTotal2.

TABLE 2
MODULE LENGTH TOTAL
acu_tables 128
autobaud_tables 282
breakpoint_man 224
bsc_tables 24ko
console_man L80
gl15_tables 1960
ibm3270_tables 650
meters 122
ic_sampler 2104
polled_vip_tables 1384
hasp_tables 1100
x25_tables 4098
trace 254
vip_tables 532
SubTotal2

Table 3 determines the amount of memory in the low-order 32K required to support the
various types of channels and devices. This space is made up of TIB table entries and
TIB extensions. Echoplexed channels for this discussion are those which use any one of
the following modes: echoplex, crecho, lfecho, or tabecho. A blank is provided in the
table to enter the number of each type of channel or device. Multiply this number by
the number in the third column and place result in fourth column. Sum the entries in
the "memory required” column and enter result in the box after SubTotald. Additional
space is not required for metering in an extended memory configuration.

The following abbreviations are used below:
TiB = terminal information block

SFCM software communications region
HSLA high speed line adapter
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TABLE 3

number memory/ memory
type of channel channeis X channei = required

tty 2
gl15 protocol 18
polled_vip protocol 26
ibm2780 protocol 34
ibm3780 protocol 34
HASP protocol 34
X.25 protocol 36
HSLA 97

SubTotal3

Calculate the sum of SubTotall, SubTotal2, and SubTotal3. If it is more than 32768, the FNP
is over—configured.

4. Table 4 determines how much space is required for I/0O buffers. This space is allocated
in extended memory. Echoplexed channels for this discussion are those which use any
one of the following modes: echoplex, crecho, Ifecho, or tabecho. A blank is provided
in the table to enter the number of each type of channel or device. Multiply this
number by the number in the third column and place result in fourth column. Sum the
entries in the "memory required” column and enter result in the box after SubTotal4.

TABLE 4
number memory/ memory
type of channel channeis X channel = required

non_echoplexed tty 6L
echoplexed tty 96
g115 protocol 438
polled_vip protocol See Note 1
ibm2780 protocol 224
ibm3780 protocol 256
HASP protocol See Note 2
X.25 protocol See Note 3

SubTotalk
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NOTE 1: The size in words of one VIP7760 1I/0 buffer is controlled by the
max_message_len specification in the TTF entry for the multiplexer. The
following accounts for three buffers: one output and two input

(max_message_len/2 + 2)*3
Enter the above result into the table.

NOTE 2 The size in words of one HASP I/0 buffer is expressed by

2 + block_size/2

where there are two words of buffer overhead and block_size is specified
by the TTF entry of the multiplexer. Enter the above result into the table.

NOTE 3: The space required is a function of frame _size and the behavior of the
protocol. The maximum space required is:

(frame_size/16) * (K+10)

but the average is less than (frame_size/16)*K

The TIB and SFCM for each channel are allocated in a single 256-word page. Meters
for the channel, if metering is enabled, are allocated in the same page, as are the
permanent input buffers for asynchronous channels. The remainder of the page, if any,
is included in the buffer pool. However, for safety and simplicity, the entire page should
be counted against the channel. The space taken up for TIBs and SFCMs is therefore
calculated as follows:

number of channels x 256 = SubTotal5

]

The maximum size of the trace buffer is determined as follows: calculate the sum of
SubTotal4 and SubTotals and add 32768. Subtract the result from the total amount of
memory configured. This result {or something less) can be used after the size key-word
for the trace module in the bindfile for the FNP core image.
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APPENDIX C
SPACE REQUIREMENTS IN TTY BUF

Two terms are defined to help make clear the data that will be presented later in this
section: multiplexer channel—a channel that represents a concentrator controlling one or more
channels; subchannel--a channel that represents the user’s terminal or end device. All channels
that are not muitiplexer channels are considered to be subchannels.

An FNP is a multiplexer to which, for example, a VIP7801 can be attached. The full
name of the channel would be something like "b.h024". The parent multiplexer name is "b"
(the FNP), and the subchannel name is "h024".

DATA BASES IN tty_ buf

The space used by tty_buf is occupied by various data bases that are used to maintain
proper control of the Multics Communication Management.

Static space is allocated in tty_buf for output DCW lists for each FNP. This occupies
128 words for each loaded FNP (8 DCW lists * 16 words per DCW list).

The logical channel table (LCT) is also maintained in tty_buf. Its size is determined by
the number of channels configured in the CMF. It is defined by the structures in the
letinclpll include file. There is a 16-word header ai the beginning of the LCI. Each
channel (multiplexer or subchannel) requires a 32-word entry (LCTE).

A physical channel block (PCB) is configured for each channel of each FNP (names that
match *.*, including multiplexers, but not subchannels of multiplexers), eight words per
channel.

A wired terminal control block (WTCB) of 20 words is allocated in tty_buf for each
subchannel.

170 buffers are dynamically created and deleted as needed. Each protocol makes
different demands on tty_buf space. (See "Dynamic Storage in tty_buf" below.)
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STATIC STORAGE IN tty_ buf

Subchannel and Multiplexer Channel Static Data Requirements

FNP subchannels——For those subchannels of the FNP matching the star name =*.*, the
following is required:

PCB
LCTE
WTCB
Total

8
32
20
60 words

VIP7760 multiplexer—This multiplexer type requires a data base in tty_buf defined by the

"pvmd" structure in the polled_vip_mpx_data.incl.pll include file.

8

32
48
88 words

PCB
LCTE
PVMD
Total

VIP7760 subchannel-——Each subchannel of a VIP7760 type multiplexer requires a data base in
tty_buf defined by the "pvste” structure in the polled_vip_mpx_data.incl.pll include file.

LCTE

PVSTE

WTCB
Total

32
L
20
56 words

IBM3270 multiplexer——This muliipiexer type requires a data base in tiy_buf defined by the

"md" structure in the ibm3270_mpx_data.incl.pll include file.

8

32
6k
104 words

PCB
LCTE
MD
Total

IBM3270 subchannel—Each subchannel of an IBM3270 muiltiplexer requires a data base in

tty_buf defined by the "mde" structure in the ibm3270_mpx_data.incl.pll include file.

LCTE
MDE
WTCB
Total

32
12
20
64 words
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X.25 multiplexer—This multiplexer type requires a data base defined by the "x25d" structure
in the x25_data.incl.pll include file.

LCTE 32
X25D 32
Tota! 64 words

X.25 subchannel—Each X.25 subchannel of an X.25 multiplexer requires a data base defined
by the "xsce” structure in the x25_data.incl.pll include file.

LCTE 32
XSCE 14
WTCB 20

Total 66 words

X.25 logical channel--Each logical channel of an X.25 multiplexer (defined by the n_Ic
parameter) requeues a data base defined by the "xlce" structure in x25_data.inclpll include
file.

XLCE 28
Total 28

HASP multiplexer—This multiplexer type requires a data base defined by the "hmd" structure
in the hasp_mpx_data.incl.pll include file.

PCB 8
LCTE 32
HMD 56

Total 96 words

HASP subchannel—Each HASP subchannel of a HASP multiplexer requires a data base defined
by the "hste” structure in the hasp_mpx_data.incl.pll include file.

LCTE 32
HSTE 30
WTCB 20

Total 82 words
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Calculation of Static Storage in tty__buf

The following chart outlines the required data needed to find out how much static
storage is required in tty_buf. The data is obtained from the CDT.

memory/ memory
type of channel number X channel = required
tty_buf header - 72
DCW lists 128
LCT header - 16
spare channel count in CDT 32
FNP subchannels 60
HASP multiplexers 96
HASP subchannels 82
1BM3270 multiplexers 104
1BM3270 subchannels 64
VIP7760 multiplexers 88
VIP7760 subchannels 56
X.25 multiplexers 6k
X.25 subchannels 66
X.25 logical channels 28
Total

DYNAMIC STORAGE IN tty__buf

It is difficuit to predict whati demands the users of a system will place on the available
1/0 buffer space in tty_buf. This has to be measured with system_comm_meters. It has been
found that tty_buf should not run more than 80% full to handle peak loads best.

Delay queues are also dynamically allocated in tty_buf and can crash the system if there
is no room for them. These are transactions that the host is requesting the FNP to perform.
If there is no mailbox to put the transaction into, it is entered into the delay queue for later
processing.

Some comments can be made about each protocol’s handling of its I/0O buffer space in
tty_buf. Only an actively operating line will require I/0 buffer space in tty_buf. The
following calculations should only be performed on the number of channels expected to be
active at any one time.

Buffer Size When Controlled by Baud Rate

The output buffer size is sometimes controlled by the baud rate of the channel. This
occurs as noted in the following sections.

Whether a given block of data is delivered all at once depends on the available space
in ring 0 and in the FNP.
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At speeds of 4800 baud and below, no more than 960 characters are sent to the FNP at
a time. However, you can adjust the baud rate FNP entry in the CMF (see "FNP Entries in
the CMF"). When required, use the following equations to determine the size of the buffer.

If the baud rate of the channel is below 1200 baud, assume it is 1200 baud for the
following calculations. Each buffer has a one-word header containing the address of the next
buffer and the number of characters in the buffer.

buffer_char_size = min((6h4 * baud/1200) -4, 508)

The following equation expresses the size of the buffer in words:

buffer_word_size = buffer_char_size/k

ASYNCHRONOUS /0 BUFFER SPACE

Input buffer size is 16 words when channel is not operating in block transfer mode. If
the channel is operating in block transfer mode, the buffers will be based on the baud, rate
of the channel. Output buffer size is based on the baud rate of the channel (see discussion
above). The following formula accounts for one input buffer and one output buffer:

if not in block transfer mode;
ASYNC-10 = buffer_word_size + 16

if in block transfer mode;
ASYNC-10 = buffer_word_size * 2

G115 //0 BUFFER SPACE

Entry in table accounts for two buffers.

HASP 1/0 BUFFER SPACE

The size of HASP buffers in tty_buf is controlled by the block_size parameter in the
TTF entry of the multiplexer. An active HASP multiplexer will most likely have three blocks
in tty_buf: two for output and one for input.

HASP-10 = 3 * ttf_block_size
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1BM2780 AND IBM3780 1/0 BUFFER SPACE

The size of a buffer is controlled by the value following the —size control argument in
the attach description to bisync_. The following formula accounts for two buffers:

IBM2780/3780-10 = ((block_size/L) + 1) %2

I1BM3270 1/0 BUFFER SPACE

Entry in table accounts for two buffers.

VIP7760 1|0 BUFFER SPACE

The buffer size is controlled by the max_message_len specification in the TTF entry for
the multiplexer. The following accounts for two buffers:

VIP7760-10 = (max_messsage_len/Lk + 1) %2

X.25 //0 BUFFER SPACE

Data is transmitted and received in frames. Each frame occupies as many buffers as
necessary to hold the frame. The size of the frame is controlled by the frame_size parameter
specified in the TTF entry of the multiplexer.

Buffer size for X.25 muitiplexers is based on the baud rate of the channel (see above).
The frame_size parameter in the TTF entry is used to determine the number of buffers that
will hold the frame.

buffers_per_frame = (frame_size/8) /buffer_char_size
(to the next whole number)

Now the number of words used by each frame can be calculated.

frame_words = ((buffer_char_size/L)+1) *buffers_per_frame

The X.25 protocol allows up to 7 frames to be transmitted before an acknowledgment
needs to be received to send more frames. This is controlled by the window_size parameter
in the TTF entry of the multiplexer. It is possible that there would be one output window
waiting to be acknowledged plus two output frames being filled in by the multiplexer. Two
input frames should also be allowed for. The total number of words for each X.25
multiplexer will be:

X25-10 = (window_size + L)*frame_words
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Calculation of Dynamic Storage in tty__buf

memory/ memory

type of channel number X channel = required
Asynchronous i/0 buffer space ASYNC-10
G115 1/0 buffer space 170
HASP 1/0 buffer space HASP-10
IBM2780/3780 1/0 buffer space IBM2780/3780-10
1BM3270 1/0 buffer space 130
VIP7760 1/0 buffer space VIP7760-10
X.25 1/0 buffer space X.25-10

Tbtal
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active channel 5-3
analog signal 3-3
answerback 2-3
answering service 3-2

asynchronous 1/0 buffer space
c-5

asynchronous line type 2-1
asynchronous link 3-1

attach command

1-3, 5-3

baud rate 2-3, 3-1
automatic detection 3-6
1200 baud 3-4
modems 3-7
other bauds 3-6

bindfile segment 7-2

bind_fnp command 1-4, 7-2

INDEX

bit rate 3-1

CcoT
see channei definition table

channel
addition of 5-2
attach command 5-3
attributes 5-3
changing the attributes of
5-2
changing the service type of
5-5
changing the state of 5-3
deletion of 5-2
detach command 5-4
line type 2-2
modification of 5-1
multiplexer C-1
naming 1-3
remove command 5-4
service type L-7, 5-5
inactive £&£-3
login 3-2
terminal type 2-3

channel definition table 1-1,

1-3, 2-2, 2-3, 3-2, 4-1,
5-1, 7-12, 7-30
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channel master file L4-1, 5-1,
7-12
defaults 4-9
example L4-10
global statement L4-2, 4-9

channel master file entry 4-2
channel
access_class statement
L-5

answerback statement
attributes statement
baud statement 4L-}4
charge statement L-7
check_acs statement L-8
comment statement L-§8
dataset statement L-6
generic_destination

4-5
L-b4

statement L-4
initial_command statement
4-8

line_type statement L-§

multiplexer_type statement
-7

name statement 4-2, 4-3

service statement L-7

terminal_type statement

L-6
FNP
FNP statement 4-2
hsta statement L-3

image statement 4-3
memory statement L-2
service statement 4-3
type statement L4-2

channel_comm_meters command
7-b
CHF
see channel master file

command descriptions
bind_fnp 7-2

channel_comm_meters 7-L4
console_report 7-9
cv_cmf 7-12

display_cdt 7-14
display_fnp_idle 7-16

i-2

command descriptions (cont)
fnp_throughput 7-18
map355 7-19
mcs_version 7-21
meter_fnp_idle 7-22
set_x25_packet_threshold

7-24

system_comm_meters
tty_dump 7-27
tty_lines 7-30

7-25

communications channel 1-1
communications
asynchronous

synchronous

link 3-1
3-1
3-1

communications
2-1

protocol 1-4,

comm_meters_ subroutine

8-2
concentrator 1-2
config deck 1-4, 5-5
configurEtion

1-3

console_report command 7-9

control tables module 1-}4
core image 1-4
core image segment 7-2

cv_cmf command 4-1, 5-1, 7-12

dataset
see modem
detach command 1-3, 5-4

dialup link 3-2
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digital signal

3-3

display_cdt command L-1, 7-14

display_fnp_idle command 7-16
F
FNP
see Front-End Network
Processor
FNP core images 6-1
bindfile 6-4
key words 6~4
sample 6-6
modifying 6-1
optional modules 6-2
required modules §-2
using 6-1
FNP global statements L4-§

FNP_required_up_time 4-9
spare_channel_count 4-9

fnp_throughput command 7-18

foreign system connections
A-25

Front-End Network Processor
1-1, 1-2, 1-4, 3-1s L4-1,
5'1a 5-5

cracsh notification

5-6

full duplex 3-2

G115 1/0 buffer space C-5

GCOS Environment Simulator

7-18

generic destination A-25

half duplex 3-2

hangup operation 3-2
hardwired link 3-2

HASP 1/0 buffer space (-5

HASP workstations A-1

host systems A-1

IBM 3271 terminals A-§

IBM2780 and IBM3780 |/0 buffer
space (-5
IBM3270 1/0 buffer space C-6
inactive channel 5-3
initialization 1-3
multics command 4-10
startup command L-10

install command 4-1, 5-1

-

LCT
see logical channel table
line type 1-4, 2-1, 2-2, 2-3
characteristics 2-1
listen operation 3-2

load_mpx command L-7, 5-1

logical channel table C-1
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login command 2-3

map355 assembler language

7-19
map355 command 7-19
mcs_version command 7-21

memory configurator B-1
DN355 B-1

DN6632 B-1

DN6670 B-1

DN6670 configured with at

least 64K memory B-1
meter_fnp_idle command 7-22
modem 1-3, 2-1, 3-2, 3-3, 4-6

modulator/demodulator
see modem
MPX_meters_ subroutine

8-7

multiplexer 1-2, 4-1, 5-1,

5—5’ A-1
channel C-1
deletion of 5-5
HASP
multiplexer terminal types
A-3

HASP channels A-2
HASP workstations and host
systems
FNP Core Image A-1
multiplexer terminal types

A-1
subchannel terminal types
A-5
IBM3270 A-6
channels A-7

FNP Core Image A-7
see also FNP Core Images
A-7

multiplexer (cont)
1BM3270
multiplexer terminal types
A-8
raw3270 mode A-11
subchannel terminal types
A-9
typing conventions A-9
polled VIP A-11
blank lines A-17
channels A-12
circumflex and tilde A-18
dialups and hangups- A-18§
end of page A-17
FNP Core Image A-12
see also FNP Core Images
A-12
formfeeds A-17
function codes A-16
input size considerations
A-15
multiplexer terminal types
A-13
quits A-1§
subchannel terminal types
A-15
tabs A-17
software-simulated terminals
A-18
channels A-19
multiplexer terminal types
A-19
X.25 network connections
A-19, A-20
channels A-22
FNP Core Image A-22
hardware A-20
link level A-20
packet level A-20
software A-20
terminal controi
A-21
terminal type file (TTF)
A-22

level
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names
channel 1-3

network connections
X.25 A-19

object segment 7-2

parent multiplexer 1-2
parity bit 3-1

PCB
see physical channel block

polled VIP terminals A-11

print_terminal_types command
k-6

private-line link 3-2
protocol 3-3
protocol converter A-25

protocols 3-4

remove command 5-4

reset_cdt_meters command 4-1

search rules segment 7-2

send_adﬁfn_comhénd>comménd

5-1
sei_ttt_path command 2-3
set_tty command 2-3

set_x25 packet_threshold
command 7-2k

software~-simulated terminals
A-18

start bit 3-1
start_mpx command 5-6
static space C-1
stop bit 3-1
stop_mpx command 5-1, 5-6
subchannel 5-5, C-1
subroutines §8-1
comm_meters_ §-2
meter ing_gate_Scomm_chan
star_list §-11
MPX_meters_ 8-7
phcs_Sget_comm_meters §-13
synchronization character 3-1

synchronous line type 2-1

system_comm_meters command

7-25

terminal type 1-&, 2-1, 2-3

CC75-02



terminal type (cont)
characteristics 2-1

terminal type file 1-4, 2-2

terminal type table 1-4, 2-2,
2-3

TTF
see terminal type file

7T
see terminal type table

tty_buf C-1
baud rate C-}4
buffer size C-4
dynamic storage C-}4
calculation C-6
logical channel table C-1
physical channel block C-1
static data requirements
c-2
static storage C-2
calculation C-3
wired terminal control block
c-1

tty_dump command 7-27

tty_lines command L-1, 7-30

value-added networks
DATAPAC A-20
TELENET A-20
TYMNET A-20
UNINET A-20

VIP7760 1/0 buffer space C-§

wired terminal control block
c-1

WTCB
see wired terminal control
block

X.25 1/0 buffer space C-6
X.25 network connections A-19
specifications

channels A-22

hardware A-20

link level A-20

packet level A-20

software A-20

terminal control

A-21
TTF  A-22

level
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