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Electronics in Telephone Switching Systems

By A. E. JOEL

(Manuscript received March 18, 1956)

In recent years a number of fundamentals has been discovered through research which place new tools at the disposal of the circuit and system designers. Examples of this "new art" are concepts such as information theory, dealing with the quantization and transmission of information, and solid state principles from which have developed the transistor and other devices. This paper surveys certain new art principles, techniques and devices as they apply to the design of new telephone switching systems.

Over the past forty years a great background and fund of knowledge has developed in the field of telephone switching. Constant improvement in available devices has resulted in increasing the scope of their application. The field has almost reached a point of perfection as an art and is now rapidly entering a more scientific era.

The tools of the present day telephone system design engineer are well known and some are illustrated in Figure 1. These are the relay and the various forms of electromechanical switching apparatus. But over the years, while the art employing these tools was developing, the field of electronics has also been developing. Its applications were most needed when dealing with its characteristics of sensitivity rather
Fig. 1 — Typical telephone relays and switches.
than speed. Even in the telephone switching field, this property of electronics has made its inroads to provide us with better signaling and more accurate timing.

It was not, however, until World War II that the speed advantages of electronics were exploited. This exploitation came primarily in the quantizing of information, both in transmission and information processing equipment. In the latter field new digital computers made their appearance. These machines brought forth the development of new forms of electronic devices, most important of which are those classified as "bulk memory" devices.1 Later in this paper the characteristics of many of these devices will be discussed in more detail.

In the post-war period the exploitation of another phase of electronics developed from research in semiconductor devices. The transistor is perhaps the best known invention to emerge from these investigations. The impact of the application of semiconductor devices is yet to be felt in the electronics industry and it will most likely find greatest application in the information processing field and in communications generally.

Before one may understand and appreciate the impact electronics will have on the design of new telephone switching systems it is necessary to consider the question: "What is a Telephone Switching System?" By evolution it is now generally recognized that the central office portion of a telephone switching system consists of two principal parts and certain physical and operational characteristics of these parts. These parts, as illustrated in Figure 2, are the interconnecting network, or conversation channel, and its control.

In some switching systems, particularly those of the progressive
direct control type, such as the step-by-step system, these parts are inexorably integrated. But in the modern systems they have largely been separated. For purposes of the following discussion this type of system, viz., common control, will be assumed. The bulk nature of the electronic memory devices makes them more readily adaptable to systems of the common control type, where the control functions consisting of the receipt, interpretation, and processing of input signals and the effecting of output signals may be concentrated.

INTERCONNECTING NETWORK

In electromechanical switching systems the interconnecting network is composed of crossbar switches or other electromechanical devices. Each connection through the network is physically separated in space from the others and hence the type of network can be called generically a “Space Division” type of network. Such networks are subdivided functionally. First there is the concentration stage where active lines are separated from those not being called or served at a particular time. Next there is distribution stage where interconnection of active lines and trunks is accomplished. Finally there may be an expansion stage where active call paths are connected to selected destinations.

In electronic switching systems three classes of switching networks have been described. These are:

a. “Space Division” similar to the space division for electromechanical apparatus except that electronic devices such as gas tubes are employed in place of mechanical contacts as the crosspoint element.

b. “Time Division” where calls are sampled in time, each one being given a “time slot” on a single channel.

c. “Frequency Division” such as employed in carrier systems where each call is modulated to a different frequency level on a single transmission medium.

Thus in electronic switching the interconnecting networks derive their basic characteristics from the known methods of telephone transmission. Since transmission techniques are used it is generally not feasible to pass direct current signals through such networks. Also certain ac signals such as 20-cycle current now used for ringing are of such a high power level that they would overload the electronic switching devices employed. For this reason it appears that to accomplish switching with an electronic interconnecting network a change is required in the customer’s apparatus to make it capable of responding to a lower level ac for the call signal. Telephone sets with transistor amplifiers and an acoustical horn are being developed. (See Fig. 3.) Interrupted
tones in the voice frequency range can be used effectively to call the user to the telephone.\textsuperscript{6}

As in most electromechanical switching networks, the concepts of connecting successive stages of switching devices (stages to perform the functions of concentration, distribution and expansion) to form the network also apply. Since there is more than one method of interconnection, the successive stages of a network may employ different switching techniques — electronic, electromechanical, or both. In electromechanical switching, different devices may also be used in different stages.

In electromechanical space division networks certain types of crosspoints are more adapted to common control operation than others. Systems with electromechanical selector switches most generally are set progressively. In systems with relays or relay-like crosspoints all crosspoints involved in a connection may be actuated simultaneously. In either case the switching device, or the circuit in which it is used, has a form of memory. This memory, shown as a square labeled M in Fig. 4, may be the ability of a selector to remain mechanically held in a particular path connecting position or in a locking or holding circuit associated with a crosspoint relay or crossbar switch magnet.

To minimize the time consumed by the common control elements, simultaneous operation of relay or relay-like crosspoints is most desirable. However, this type of network requires a grid of link testing and control leads such as shown in Fig. 5 for a typical stage of a crossbar switching network. In a network of this type the calling rate capacity is limited by the slow actuating speed of the electromechanical relay or switch. Efficient network configurations can be devised for

\begin{center}
Fig. 3 — Tone ringer telephone set.
\end{center}
large capacity. To set up connections at a high rate in such a network requires a plurality of controls each capable of operating on all or part of the network. In any case, the controls function in parallel on the network because of the speed considerations.

With electronics applied to space division switching networks, two improvements over the operation of relay type space division networks may be achieved. First, the speed of operation of the crosspoint elements may be made high enough so that only one control is needed to operate on networks of the size now requiring a plurality of controls. Second, the properties of proposed electronic crosspoint elements are such that the principle of "end-marking" may be employed.

In contrast to the grid of testing and actuating wires required in electromechanical versions of space division networks, the electronic space division switching network requires only the selectors at each end of a desired network connection to apply the marking potentials. (This is what is meant by "end-marking"; see Fig. 6). The electronic cross-

![Fig. 4 - Space division switching.](image)

![Fig. 5 - Typical common control of a crossbar switching network.](image)
point element will be actuated if the link to which it connects is idle. Eventually all available paths between input and output will be marked. Means must be provided for sustaining only one of the possible idle paths. Here the memory property of the crosspoint device takes over to hold the path until it is released by release marks or removal of the sustaining voltages. So it may be seen that in space division networks the memory requirements must be satisfied the same as in electromechanical networks.

Multiplexing and carrier transmission systems employ time and frequency division but the physical terminals at both ends of a channel for which the facilities are derived have a one-to-one correspondence which can only be changed manually. In a switching system means must be provided to change automatically the input-output relations as required for each call. Here the need arises for a changeable memory for associating a given time or frequency slot to a particular call at any given time. At some other time these points in time or frequency must be capable of being assigned automatically to different inputs and outputs. For the period that they are assigned, some form of memory must record this assignment and this memory is consulted continuously or periodically for the duration of the call.

With time division switching this new concept in the use of memory in a switching network appears most clearly, see Fig. 7(a). To associate an input with an output during a time slot the memory must be consulted which associates the particular input with the particular output. To effect the connection during a time slot the input and output must be selected A memory is consulted to operate simultaneously high speed

---

**Fig. 6 — Typical "End Marking" control of a gas tube switching network.**
selectors for both the input and output. Each selector receives information from a memory which actuates crosspoints to associate the input or output with the common transmission medium. The information from the memory which controls the selection process is known as an "address". The crosspoint is non-locking since it must open when the selector receives its next address. The individual memory of crosspoints for space division networks has thus been changed by time division to changeable memory, usually in the form of a coded address associated with each time slot. Furthermore since the successive addresses actuate the same selectors and hence may be held in a common high speed device, electronic bulk memory is ideally suited for this task. The memory must be changeable to allow for different associations of input to output at different times.

In frequency division the control characteristics of the interconnecting network require a modulation frequency to be assigned each simultaneous conversation to be applied within the bandwidth of the common medium. As shown in Fig. 7(b) the application of the modulation frequencies requires a separate selector for each input and output. These selectors are nothing more than space division switching networks and therefore require memory in the switching devices whether they are electromechanical or electronic.

In addition to memory for associations within the switching network, selecting means are also needed to activate a terminal to be chosen in space division (e.g., Fig. 6), to place address information in the proper time slot in time division switching or to set the frequency applying switching network in frequency division.

CONTROL

The control of the switching system provides the facilities for receiving, interpreting and acting on the information placed into it. In par-
ticular this is the address of the output desired. A service request detector (SR-D) is provided for each line or trunk.

In electromechanical systems these logic and information gathering functions are performed by relays or electromechanical switches. In order to keep up with the flow of information from a large number of customers, a number of register circuits must be provided to perform the same function simultaneously on different calls. Here information is being gathered on a "space division" basis and therefore a control switching network may be visualized as depicted in Fig. 8. The registers designated R-M constitute the memory used to store the input information as it is being received in a sequential manner from lines and trunks. As in the case of the conversation switching network, a space division control switching network has been used in electromechanical systems because the speed of these devices is not adequate to accommodate the rate at which information flows into the system. It is interesting to note in passing that in the step-by-step system the control and conversation switching networks are coincident. In the No. 5 crossbar system the same network is used for both control and conversation on call originations but when so used the functions are not coincident, that is, the network is used for either control or conversation. In other common control systems, separate control networks known as "register or sender links" are employed.

When using relays to receive the information pulsed into the office by customers or operators a plurality of register circuits are needed. The number of the registers required is determined by the time required to actuate the calling device and for it to pulse in the information. The
registering function has two parts, one to detect or receive the information and the second to store it until a sufficient amount has been received for processing. The processing function is usually allotted to other circuits such as the markers in Crossbar systems.

Since the input of information to a switching system is usually limited to two conductors, a serial form of signaling is used. It would seem only natural that if a detector were fast enough it could function to receive the serial information in several simultaneously active inputs. Relays are not fast enough to do this, but high speed time sharing electronic devices have been designed to perform this information gathering function. Since it is a time sharing arrangement it is analogous to the time division switching. A time division control access as shown in Fig. 8 and 9 requires memory to control the time division switching function. Time sharing when applied to the gathering of information in telephone switching systems has been called "scanning". The individual register memories are still in parallel form because of the relatively long time required for sufficient information to be received before processing may start. Higher speed means for placing information into switching systems such as preset keysets is one way of reducing, if not eliminating, this need for parallel register storage in the switching system prior to processing. However, with this type of device one merely transfers the location of the storage from the central office to the customer's telephone set. The fundamental limitation is the rate at which a human being is able to transfer information from his brain into some physical representation.

Lower cost memory is a practical means for improving this portion
Many small low cost relay registers have been designed and placed into service. Electronics, however, offers memory at one tenth, or less, of the cost per bit if used in large quantities with a common memory access control. New low cost bulk electronic memories are now available to be used in this manner. As shown in Fig. 10 the memory for the control of the time division control access network and the register memory may be combined in the bulk memory.

Memory appears in the control portion of a switching system in many ways. Some are obvious and others are more subtle. Fig. 11 shows a typical electromechanical switching system, much like No. 5 crossbar and attempts to indicate various memory functions. First there is active memory designated A such as the call information storage $A_2$ whether in a register, sender or marker during processing. There is also certain pertinent call information storage associated with trunk circuits such as a “no charge class” on outgoing calls or the ringing code used on incoming calls. Another type of active memory $A_1$ has been mentioned in connection with switching networks to remember the input-output associations. In most electromechanical systems active memory has been implemented with relays or switches.

Another form of memory is also employed in all telephone switching systems and much effort has been devoted to devising improved means for effecting this memory. This memory is of the type that is not changed with each call but is of a more permanent nature. Examples of this type of memory, which may be called passive memory, designated $P$, (Fig. 11), are the translations required in common control systems to obtain certain flexibility between the assignment of lines to the switching network and their directory listing. These translations between
equipment numbers (network location) and directory numbers are required to direct incoming calls to the proper terminals (such as the number group frame in No. 5 crossbar, Fig. 12) and to provide on originating calls information for charging purposes (such as the AMA "Dimond" ring translator, Fig. 13). Each of these translators for a 10,000 line office represent about $10^6$ bits of information. Another use for passive memory is to translate central office codes into routing information. In local central offices this is also done by cross-connections as shown in Fig. 14.

Another form of passive memory is the punched card or tape. These have been used widely in telephone accounting systems. A step toward electronic memory is the card translator which provides routing information in the crossbar toll switching system (see Fig. 15). Here the cards represent passive memory and are selected and read by a combination of electromechanical action and light beam sensing with phototransistor detectors. One such device equipped with 1,000 cards represents the storage of approximately $10^5$ bits of information.

In all of the above types of passive memory limitations in the speed are involved in the choice of devices used within the memory or the access to it. This is one of the reasons these translators are subdivided so that the various portions may be used in parallel in order to satisfy the total information processing needs of the office.

A discussion of passive memory would not be complete without one further illustration, Fig. 16. This is a wiring side view of a typical relay circuit in the information processing portion of a switching system. It

---

**Fig. 11 — Memory in typical electromechanical switching system.**
could be any other unit, for example, a trunk circuit. The principal point is that each wire on such a unit is remembering some passive relationship between the active portions of the circuit, such as relays. This is the memory of the contact and coil interrelationships as conceived by the designer and based on the requirements of what the circuit is required to accomplish. It is the program of what the central office must do at each step of every type of call. Modern digital computers have been built with the ability to store programs in bulk memories for the solutions of the various types of problems put to them. It is conceivable that the program of a telephone central office may also be stored in bulk memories to eliminate the need for much of the fixed wiring such as appears in relay call processing circuits.
Fig. 13 — AMA translator.
The form of memory available in electronics is considerably different from that which has been previously available. Electronic memory has been characterized as "common medium" or "bulk" memory. A single device is used capable of storing more than a single bit of information which is the limit of most relays or other devices capable of operating in a bistable manner. A number of different types of electronic bulk memories have been devised for digital processing. They differ appre-
ciably in physical form, each taking advantage of the phenomenon of some different area of the physical sciences — electrostatic, electromagnetic, optic. Magnetic tapes \(^1\) and drums \(^2\) (Fig. 17), cores \(^3\) (Fig. 18), electrostatic storage in tubes \(^4\), \(^5\) (Fig. 19) and ferroelectrics \(^6\), \(^7\) (Fig. 20) and photographic storage \(^8\) (Fig. 21) are available.

Several properties of these memory devices are of interest. Being electronic, the speed with which stored information may be read is of primary interest. This is known as “access speed”. Another property of these common medium memory systems or devices is the ability to change what has been written. If the changes can be made rapidly enough they may be used in electronic systems in much the same manner as relays are used in electromechanical systems to process information. If the change must be made relatively infrequently, such as changing photographic plates, they may be used as substitutes for the type of memory in these systems which are provided by cross connections and wiring. The required fixed or semipermanent electronic memory may be characterized primarily by a high reading speed, large capacity, and the ability to hold stored information even during pro-
longed intervals of loss of power. The amount of memory is measured in terms of binary digits or “bits”. The number of bits equivalent to single cross connection can be rather large. Therefore, electronic memory replacing fixed memory such as in the card translator in modern electromechanical systems should be high in bit capacity, from $10^5$ to $10^7$ bits for 10,000 lines.

Fig. 16 — Wiring side of relay unit.

Fig. 17 — Magnetic drum.
One way in which electronic memory for various system applications may be evaluated is given by the chart of Fig. 22. This chart attempts to show, for the various forms of storage, the relation between the capacity in bits and cycle time, which includes access, reading and, if necessary, the regeneration time of the stored information. For sake of simplicity, ferroelectric and magnetic core memories have been combined as coordinate access arrays. Single bit electronic memory will be described in more detail later.
In the control portion of a switching system it is not only necessary to gather and store information but it must be interpreted and appropriate action taken. This function is called "processing". Processing circuits control the information gathering and storage functions and perform logical functions to produce the necessary flow of information. In the logic circuits of electronic systems, to keep pace with the time sharing nature of the information gathering function, the devices used must be several orders of magnitude faster than their counterparts, the relays, of the electromechanical system. The scanning and bulk memory

Fig. 19 — Electrostatic storage tube.
access speeds must be comparable in speed if they are not to become the speed bottleneck. All portions of the system must be in balance time-wise.

Devices and techniques for use in the design of high speed logic circuits are available. With such devices information processing previously carried out by complex relay circuitry may be carried out in microseconds instead of milliseconds. Devices such as semiconductor diodes and transistors seem to be pointing the way to the future in performing these functions. Previously, hot cathode tubes with high power consumption were needed to achieve the same functions at similar high speeds and for a long time this has been one of the greatest deterrents to electronic switching.

Semiconductor diode gate circuits are now quite familiar and take
the place of the conventional make and break contacts in the electro-
mechanical switching art (see Fig. 23 for the “AND” function). M mag
netic core circuitry is also being exploited to perform high speed
switching functions\(^{24}\) (Fig. 24).

There are a number of differences between the circuit configuration
used for relay contacts and diode or magnetic core gates for switching
logic. When interconnecting such gates to realize complex logic func-
tions other gates are required when circuit elements are placed in series
or parallel, whereas in the wiring of relay contacts in series or in paral-
lelno additional circuit elements are required (Fig. 25). Pulse signals
passing through diode gate circuits are usually attenuated since the
electronic device is not a perfect switcher (infinite impedance open cir-
cuit to zero impedance closed circuit). Some minute currents flow
when open and some resistance is encountered when closed. Therefore,
some amplification is needed at various places in logic circuits and this
can be provided by transistor amplifiers. The use of transistors as the
gating element eliminates this shortcoming by providing amplification
in each gate (see Fig. 24). Transistors have also been successfully used
in a new form of logic to provide relay contact like logic thus eliminat-
ing the need for gate elements to represent the series of paralleling func-
tions\(^{25}\) (see Fig. 26).

The processing of information usually requires a sequence of logic
actions. To provide such sequences, momentary elements similar to
locking relays but with microsecond action times are required. When
this condition obtains a bistable or “flip-flop” circuit using transistors
may be employed. Several forms of transistor circuits have been de-
vised using either the Eccles-Jordan principle,\(^{26}\) negative resistance
properties,\(^{27}\) such as achieved with a gas tube, or a regenerative ap-
proach.\(^{28}\) Some suggestions have been made on the use of semiconductor
diodes in special energy storing circuits to amplify pulses instead of the
more conventional transistor amplifiers.\(^{30}\)

![Diagram](image_url)

*Fig. 21 — Photographic storage (from Proc. I.R.E., Oct. 1953).*
In what has been said, consideration was given only to the concepts and circuitry of electronic telephone switching systems, but the things which the manufacturer and user come in contact with are the physical or equipment realizations of these concepts. One thing that is outstanding about the physical aspects of an electronic system is the large number of small components which are required. Fortunately, most of these components such as resistors, diodes, transistors, condensers, etc., are all of the same physical or similar mechanical design. From the manufacturer's point of view the problem then is to find the most economical way in which these many devices may be manufactured, assembled and tested, because of the large numbers required in a system. The basic solution appears to be: automatic production. This has led to the concept of small packages of components. These packages are the building blocks of a system and contain basic circuits which may be used repetitively. The trend in making such packages appears to be the use of printed wiring with automatic means of placing the components on the printed wiring boards.\(^\text{31}\)

Despite the fact that there are large numbers of these small com-
ponents required in electronic telephone switching they are small and when equipment using a multiplicity of printed wiring boards is assembled it takes on the aspect of a three-dimensional arrangement of components, with components mounted in depth as well as on the surface. This is in contrast to electromechanical systems where all components are generally mounted on a vertical surface. By using only one or two common control circuits of a given type (due to high speed) and

Fig. 23 — The "And" function.

Fig. 24 — Other "And" circuits.
common medium bulk memory, fewer system elements are required which in the overall result in material space saving.

Another phase of the equipment aspects of electronic switching is that the devices require closer environmental control. Air conditioning appears necessary in early systems because of temperature limitations and other characteristics of some of the devices presently available. Also, vacuum tubes and other high power devices may develop objectionable hot spots in the equipment which make it advisable to exhaust hot air.

MAINTENANCE CONCEPTS

There is insufficient experience at this time to say what the maintenance problems of electronic telephone systems will be. Much has been written about the problems encountered in maintaining electronic

![Logic Diagram](image)

**Fig. 25 — A logic function with relays.**
computers; however, in designing a telephone system an entirely dif­­ferent philosophy must be pursued since it should not be necessary to have engineering caliber maintenance forces. At no time should the system be incapable of accepting and completing calls. This does not mean that portions of the system may not be worked on for routine or trouble maintenance.

A promising approach appears to be the use of marginal condition routine tests for detecting in advance components which are about to fail. Automatic trouble locating arrangements may be devised for giving information as to the specific location of a package in trouble when it occurs. This automatic trouble locator combined with the equipment concept of plug-in units means that service may be main­­tained without long interruptions. By designing devices which are reliable, employing them in a manner to give maximum service life and

Fig. 26 — A logic function with diodes or transistors.
by judiciously introducing redundancy into the equipment, the chance of simultaneous failures of any two identical parts should be extremely improbable. With automatic trouble locating, the maintenance forces will not be required to have a thorough understanding of the device characteristics and the circuitry used. Centralized repair of defective units as in modern telephone transmission systems and perhaps even expendability of defective units are a distinct possibility.

As a result of some of these maintenance considerations it is quite likely that equipment in the future, besides being smaller and more compact, will appear more generally in enclosed low cabinets rather than exposed frames. The administrative control may be from consoles rather than vertical panels. More attention will be paid to appearance. The appurtenances, such as ladders required for high frames in electromechanical systems, may be eliminated.

Another change in concept which may come with electronics in telephone switching is the form of the power supply. Present day telephone systems use a centralized single voltage dc distribution system with reserve battery. The wide variety of devices and associated voltages, and the need for close regulation in some portions of electronic systems make a reliable ac distribution system with individual power rectifiers at the point of use appear quite attractive. To insure reliability of service the ac distribution must be continuous and not dependent directly upon the commercial sources.

There is no question that reliability is imperative if electronic switching systems are to survive among electromechanical systems which have achieved a high degree of reliability over a long period of years. The device reliability of the first electronic system may not be comparable since some of the components of the electronic switching systems will not in their initial applications be as reliable as the least reliable component in our present day systems. Reliability will be earned and this will probably require considerable effort. Even if initially some devices employed in electronic systems do not measure up to the present high standard which has been set, continuity of high quality service is a must. It is, therefore, necessary to design a system which will mask the shortcomings of any individual electronic component. As their reliability is proven an optimum balance will be sought between system redundancy and component quality. Telephone engineers familiar only with the high degree of reliability of present day apparatus will have to accommodate themselves to the characteristics of new electronic devices.
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Combined measurements have been made of surface recombination velocity, surface photo-voltage, and the modulation of surface conductance and surface recombination velocity by an external field, on etched germanium surfaces. Two samples, cut from an n-type and a p-type crystal of known body properties, were used, the samples being exposed to the Brattain-Bardeen cycle of gaseous ambients. The results are interpreted in terms of the properties of the surface space-charge region and of the fast surface states. It is found that the surface barrier height, measured with respect to the Fermi level, varies from $-0.13$ to $+0.13$ volts, and that the surface recombination velocity varies over about a factor of ten in this range. From the measurements, values are found for the dependence of charge trapped in fast surface states on barrier height and on the steady-state carrier concentration within the semiconductor.

I. INTRODUCTION

This and the succeeding paper are concerned with studies of the properties of fast surface states on etched germanium surfaces. The experiments involve simultaneous measurement of a number of different physical surface properties. The theory, which will be presented in the second paper, interprets the results in terms of a distribution of fast surface states in the energy gap. The distribution function, and the cross-sections for transitions from the states into the conduction and valence bands, may then be deduced from the experimental results.

Early experiments on contact potential of germanium, and on the change of contact potential with light, indicated that there are two kinds of surface charge associated with a germanium surface, over and above the holes and electrons that are distributed through the surface space-charge region. One kind of surface charge, usually called “charge
in fast traps" can follow a change in the space-charge region very fast in comparison with the light-chopping time used in that work \((1/100\text{ sec})\); the other kind, imagined to be more closely connected with adsorbed chemical material, can only change rather slowly. In a previous paper by the authors\(^2\) it was pointed out that the Brattain-Bardeen experiments, taken by themselves, do not furnish unambiguous information concerning the distribution of these "fast" traps, but that such information might be obtained by performing, simultaneously, other measurements on the germanium surface. More recently Brown and Montgomery\(^3\), \(^4\) have provided a valuable tool in their studies of large-signal field effect; they point out that if, under given chemical conditions, it is possible to apply a field, normal to the surface, large enough to force the surface potential to the minimum in surface conductivity; then it becomes possible to determine the initial surface potential absolutely \(\text{(provided certain considerations as to the mobility}^5\text{ of the carriers near the surface are valid).}

This paper concerns studies of a number of physical properties that depend on the distribution and other characteristics of the surface traps or "fast" states. Measurements are reported of (i) the change of conductivity of a sample with field; (ii) the photoconductivity; (iii) the change of photoconductivity with field; (iv) the filament lifetime; and (v) the surface photo-voltage. Measurements were made in a series of gaseous ambients, first described by Brattain and Bardeen.\(^1\) Evidence is presented to the effect that the variation in gas ambient changes only the "slow" states, leaving the distribution and other properties of the traps substantially unaffected. From measurements (i) to (iii) it is possible to construct the whole field-effect curve \(\text{(conductance versus surface charge), even though the fields used were in general not large enough to reach the minimum in conductance.}

Using the field effect data, values for the surface potential \(Y\) in units of \(kT/e\) could be obtained at each point, and also of the quantity \(\left.\frac{\partial \Sigma_s}{\partial Y}\right|_{\delta=0}\), where \(\Sigma_s\) is the charge in surface traps, and the suffix \(\delta = 0\) implies zero illumination. From measurements (ii) and (iv), the surface recombination velocity \(s\) could be deduced. (A more detailed study of photoconductivity in relation to surface recombination velocity will be reported at a later date.) Combined with the field effect data, this enables one to deduce the relation between \(s\) and \(Y\).

Measurements of the surface photo-voltage may be presented in terms of the quantity \(dY/d\delta\), where \(\delta\) is equal to \(\Delta p/n_i\), \(\Delta p\) being the density of added carrier-pairs in the body of the material, and \(n_i\) the intrinsic carrier density. The quantity \(dY/d\delta\) is closely related to the ratio of the
change in surface potential produced by illumination of the surface to the change in the quasi-Fermi level for minority carriers. By measuring $dY/d\delta$ rather than $dY/dL$, discussed in Reference 2, the surface recombination velocity is eliminated from the surface photo-voltage data: the limiting values of $dY/d\delta$, after correction for the Dember effect, ought to be $(p_0/n_i)$ and $-(n_i/p_0)$, no matter what the surface recombination velocity may be.

By combining this information with the field-effect data, one can deduce the quantity $(\partial \Sigma_s/\partial \delta)_Y$. This and the previous differential, deduced directly from the field-effect data, completely define the dependence of charge in surface traps on the two independent parameters $Y$ and $\delta$ — that is, the dependence on chemical environment and on the bulk non-equilibrium carrier level.

The further interpretation of the quantities $(\partial \Sigma_s/\partial Y)_{t=0}$, $(\partial \Sigma_s/\partial \delta)_Y$ and $s$ in terms of the distribution of surface traps is postponed to the succeeding paper. Here it is sufficient to say that the results are consistent with the assumption that the traps responsible for surface recombination are also those pertinent to the field effect and surface photovoltage experiments. Then the quantity $(\partial \Sigma_s/\partial Y)_{t=0}$ depends only on an integral over the distribution in energy of traps; $(\partial \Sigma_s/\partial \delta)_Y$ depends also on the ratios of cross-sections for transitions to the valence and conduction bands; and $s$ depends in addition on the geometric mean cross-sections.

II. OUTLINE OF THE EXPERIMENT

The experiment is carried out with a slice of germanium, 0.025 cm thick, which is supported in such a way that there is a gap 0.025 cm wide between the slice and a metal plate. Substantially ohmic contacts are attached to the ends of the slice. Three kinds of experiment are now carried out:

(i) The conductance of the slice is modulated by illuminating it with a short flash of light; the subsequent decay of photoconductivity with time is studied, and the time-constant of the exponential tail measured.

(ii) A sinusoidally varying potential difference of about 500 volts peak-to-peak is applied between the metal plate and the germanium. Facilities are available for measuring the changes in conductance produced by the field. The sample is also illuminated with light chopped at a frequency different from that of the applied field. One measures: (a) the magnitude of the peak-to-peak conductance change in the dark; (b) the same in the presence of the light; and (c) the change in con-
ductance, at zero field, produced by the light. The applied field is sufficiently small for the dark field effect and the apparent field effect in the presence of light to be substantially linear.

(iii) The metal plate, disconnected from the high voltage supply, is connected to a high-impedance detector; chopped light is shone on the germanium, and the change in contact potential produced at the surface opposite the metal plate by illumination of the sample measured, and compared with the photoconductivity.

The interpretation of the field effect data has been given by Brown and Montgomery and by the authors. The surface conductance $\Delta G$ is equal to $e\mu_p(\Gamma_p + b\Gamma_n)$, where $\Gamma_p$ and $\Gamma_n$ are surface excesses of holes and electrons, and are, in equilibrium (i.e., in the absence of light) functions of the surface potential $Y$ and of the body type and resistivity. The minimum in the surface conductance curve occurs at a particular value of $Y$, so that, if a field effect experiment allows passage through this minimum, values of $Y$ may be obtained.*

In our experiments, measurements were made in a series of different chemical environments, and the minimum in surface conductance did not, in general, occur within the range of field employed. However, it was found to be possible to piece together the complete surface conductance curve ($\Delta G$ versus surface charge) by making use of simultaneous measurements of the photoconductance and the change in photocurrent with field. (See Section VI.) From the surface conductance curve, one may deduce the fraction of the surface charge (whether induced electrically, by application of a field, or chemically, by changing the environment) which goes into the fast surface states or traps.$^{a,4}$ There is, indeed, an assumption here, to the effect that the distribution of traps is unaffected by a change in the chemical environment. The justification for this is the observation of Brown and Montgomery that it was possible to superpose overlapping large signal field effect curves obtained in different environments. There is also evidence for the validity of this assumption from the self-consistency of the procedure used (see Section V and Fig. 4).

The photoconductivity measurements have been interpreted on the following basis. Illumination of the sample will do two things: it will change the surface excesses $\Gamma_p$ and $\Gamma_n$, and it will also change the

* The question of the mobility of carriers near the surface should be mentioned here. For extreme values of $Y$, the mobility of the carriers that are constrained to move in the narrow surface well is reduced. Values for this reduction in mobility have been calculated by Schrieffer. However, for values of $Y$ near zero the Schrieffer correction is small, and at somewhat larger (positive or negative) values $\Delta G$ is increasing so fast that the error in $Y$ introduced by ignoring the Schrieffer correction is small.
steady-state carrier density deep inside the sample. If the sample is thin in comparison with the body diffusion length and with \((D/s)\), as was the case in our experiments, the added carrier density \(\Delta p\) will be almost uniform throughout the thickness \(t\) of the sample, and one can easily convince oneself that the photoconductance arising from this cause is of the order of \((t/\xi)\) times larger than that arising from the changes in the surface excesses, where \(\xi\) is a Debye length for the material. This being the case, the photoconductivity may be considered to be a bulk rather than a surface effect, the surface entering only through the surface recombination velocity \(s\). Under the conditions of the present work the magnitude of the photoconductivity was in fact inversely proportional to \(s\), as was verified in a separate set of experiments. Surface recombination is of interest in that this also calls for “fast” trapping centers on the surface; in fact any trap contributing to the field effect experiment may be a recombination centre, if the cross-sections are right. The questions as to whether the recombination centres and the “fast states” affecting the field effect are the same, or not, is taken up in the succeeding paper.

The surface photo-voltage, like the field effect, is affected both by changes in the surface excesses and by changes in \(\Sigma_s\), the charge in surface traps. In the experiments, the change in contact potential in a certain light (usually chosen so that the change is small in comparison with \(kT/e\)) is compared with the change in conductance produced by the same light. From the latter one may calculate \(\delta\) (defined as \(\Delta p/n_i\)) directly. The change in contact potential, measured in units of \(kT/e\), is taken to be equal to \(\Delta Y\). Thus the surface photo-voltage experiment measures the quantity \((dY/d\delta)\), the differential being taken at constant surface charge. By a slight generalization of the argument previously given by the authors,\(^2\) one can show that:

\[
\frac{dY}{d\delta} = -\frac{(\partial/\partial\delta)Y(\Gamma_p - \Gamma_n) + (\partial\Sigma_s/\partial\delta)Y}{(\partial/\partial Y)\delta(\Gamma_p - \Gamma_n) + (\partial\Sigma_s/\partial Y)\delta} \quad (1)
\]

Now the first terms in the numerator and denominator on the right-hand side are determinate functions of \(Y\), and so are known; the quantity \((\partial\Sigma_s/\partial Y)\), may be deduced from the field-effect measurements, so that the only remaining quantity, \((\partial\Sigma_s/\partial \delta)Y\), may be deduced from the measurements of surface photo-voltage.

In concluding this section, a word as to the meaning to be attached to \((\partial\Sigma_s/\partial \delta)Y\) is in order. The sign of this quantity depends, roughly speaking, on whether the traps in question (i.e., those near the Fermi level under the conditions of the experiment) are in better contact with the
conduction or the valence band. This in turn depends both on the surface potential and on the ratio of cross-sections for transitions to the two bands. For \( Y \ll -1 \), one expects \( (\delta \Sigma_t/\delta \delta)_Y/(\delta \Sigma_s/\delta Y)_s \) to have the value \(-\lambda^{-1}\); for \( Y \gg +1 \), the value \(+\lambda\). These limiting values may be deduced by a somewhat general argument.7

At some intermediate value of surface potential, the above ratio must change sign. If the distribution of surface states in energy is known from the field effect measurements, then the value of \( Y \) at which the above ratio changes sign determines the ratio of cross-sections for those traps which are close to the Fermi level for that value of \( Y \). By repeating the experiment for samples of differing bulk resistivity, it is then possible to determine whether the same ratio holds for the states at some different position in the energy gap.

III. EXPERIMENTAL DETAILS

Fig. 1 shows the experimental arrangements. The sample of germanium, of dimensions shown, was prepared by cutting, sandblasting, etching in CP4 and washing in distilled water. The exposed faces were approximately (100). The end contacts were made by sandblasting and soldering. The slots \( A, A' \) in the ceramic were incorporated in order to

![Fig. 1 — Experimental arrangement.](image-url)
reduce the high field that would otherwise be present near the edges of the ceramic. The gold electrode was deposited by evaporation through a mask. Connections from the gold and from the ends of the sample were made to binding posts passing through the ceramic block.

The ceramic block was set into a metal box, divided into two compartments. In the upper compartment, which contained the sample, there were inlet and outlet tubes, to allow the gas to be changed. The lower compartment contained electrical components, which were thereby protected to a large extent from the changes in gas in the upper compartment. Facilities were available for the type of cycle of gas environment described by Brattain and Bardeen,\(^1\) which cycle was found by them to produce reversible cyclic changes in surface potential. In the top of the box was a window, through which light could be shone onto the germanium either from a chopped or a flash source.

The electrical circuit is shown in Fig. 2. The condenser \(C_1\) is that formed between the germanium and the gold, and has a capacity of about 2 \(\mu\)F. Impedances \(Z_1\) and \(Z_2\) form a Wagner ground, which has to be balanced first. Then, by adjusting resistance \(R_1\) and condenser \(C_2\), one may obtain a balance in the case that there is no dc flowing through the sample. A current (determined by the battery \(B\) and the

![Fig. 2 — Electrical circuit.](image-url)
resistance $R_3$) is now switched in, and the resulting off-balance (representing the field modulation of conductivity) presented on the vertical plates of an oscilloscope. The supply voltage is connected, via the high bleeder resistance $R_4$, to the horizontal plates. The frequency of the oscillator was chosen to be 25 cyc/sec, a value sufficiently low to obviate lifetime difficulties; the peak-to-peak swing was generally 500 volts.

During a field-effect measurement, the sample was also illuminated with light chopped at 90 cyc/sec. This had the result of causing to be presented on the oscilloscope screen a pattern such as that shown in Fig. 3. The lower tilted line represents the (dark) field effect curve; the vertical separation represents the photoconductivity, as modified by the applied field. Measurements were made of the mean vertical separation, and of the slopes of the upper and lower lines (by reading gain settings).

During a surface photo-voltage measurement, the gold electrode was disconnected from the high-voltage supply, and connected to a high-impedance detector, similar to that used in the work of Brattain and Bardeen. A value for the chopped light intensity was chosen to give a contact potential change that was generally not more than 5 mV. A simultaneous measurement of the photoconductivity was also made.

The gas cycle was similar to that described by Brattain and Bardeen. Some variations were made in it to try to spread out the rate of change with time so that the data could be obtained without large gaps. The cycle used was: (i) sparked oxygen 1 min, (ii) dry $O_2$, (iii) mixture of dry and wet $O_2$, (iv) wet $O_2$, (v) wet $N_2$, (vi) a mixture of dry and wet $N_2$, (vii) dry $O_2$, (viii) dry $O_2$, triple flow, and (ix) ozone normal flow. The normal rate of gas flow was about 2 liters per minute; the wet gas was obtained by bubbling through water (probably about 90 per

![Fig. 3 — Picture of field effect-photoconductivity pattern, as observed on oscilloscope. Dark curve at the bottom.](image-url)
cent r.h.) and the mixture of dry and wet was obtained by letting approximately one-half the gas flow bubble through H₂O. In carrying out the experiment, it was found convenient to carry out alternately a complete cycle of field effect and surface photo-voltage measurements. The values of the photoconductivity at equivalent points in successive cycles could be compared, in order to check that no systematic error was introduced by this procedure.

In addition to the foregoing, the following measurements were made:

1. All dimensions were determined.
2. The resistivity of the sample was found, and also the body lifetime, on another specimen cut from the same crystal.
3. The amplitude of the voltage swing was measured.
4. The amplifiers in the field effect circuit were calibrated.
5. The capacity of the germanium-gold condenser was determined (by a substitutional method). The value obtained was larger than that calculated from the parallel-plate formula, because of the edge effects.
6. A standard square-wave voltage was introduced into the surface photo-voltage circuit, in order to calibrate the high-impedance detector.
7. At several points in the cycle, the fundamental mode lifetime of the sample was determined by the photoconductivity decay method. This calibrated the 90 cyc/sec photoconductivity measurements, without the necessity for a knowledge of the light intensity.

IV. RESULTS

Measurements were made on two samples: one n-type, 22.6 ohm cm (λ = 0.345), the other p-type, 8.1 ohm cm (λ = 17.7). The body lifetime for both samples was greater than 10⁻³ sec, so that for slices of the thickness used (0.025 cm. or less), and for values of s in the range encountered, body recombination may be ignored.

Results of typical field-effect runs for the two samples are indicated in Tables I and II. The first column in each table gives the time in minutes from the beginning of the cycle at which the measurements were made. The second column shows the "effective mobility," dΔG/dΔ, obtained from the observed (dark) field effect signal voltage ΔV₁ (see Fig. 3) by use of the formula: 

\[ \mu_{\text{eff}} = \frac{w^2 t^2 (1/\rho_0 C) V_{\text{app}}}{I/ \rho_0} \]

where \( w \) is the width of the slice, \( t \) the thickness, \( I \) the dc flowing through it, \( \rho_0 \) the resistivity, \( C \) the capacity of the germanium-gold condenser, and \( V_{\text{app}} \) the voltage applied across it. The third column shows the mean value of \( \delta(=\Delta p/n_i) \), obtained from the mean photoconductivity signal voltage.
\[ \Delta V_2 \text{ by use of the formula: } \delta = ut\rho_i \Delta V_2/I\ell_{ill}\rho_0^2, \text{ where } \rho_i \text{ is the intrinsic resistivity and } \ell_{ill} \text{ the length of the illuminated part of the slice.} \]  

The fourth column shows the apparent effective mobility in the presence of light, obtained from the field effect signal voltage \( \Delta V_2 \) in the presence of light, using the same formula as that giving \( \mu_{eff} \). The last column shows the surface recombination velocity, which is proportional to \( \delta^{-1} \) for fixed light intensity, the constant of proportionality being determined by comparison with measurements of the fundamental mode lifetime.

The results of typical surface photo-voltage runs are shown in Tables

---

**Table I — 22.6 ohm cm n-type Cycle 12.**

Relative Light Intensity 0.082

<table>
<thead>
<tr>
<th>Time min.</th>
<th>( \mu_{eff} ) cm(^2) ( \frac{\text{volts sec}}{\text{cm}^2} )</th>
<th>( \delta )</th>
<th>( \mu_{eff}^{*} ) cm(^2) ( \frac{\text{volts sec}}{\text{cm}^2} )</th>
<th>( s ) cm ( \frac{\text{sec}}{\text{cm}^2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>334</td>
<td>7.85 \times 10^{-2}</td>
<td>520</td>
<td>90</td>
</tr>
<tr>
<td>2.5</td>
<td>344</td>
<td>6.9 \times 10^{-2}</td>
<td>585</td>
<td>103</td>
</tr>
<tr>
<td>5.5</td>
<td>344</td>
<td>6.2 \times 10^{-2}</td>
<td>595</td>
<td>114</td>
</tr>
<tr>
<td>6.5</td>
<td>344</td>
<td>6.07 \times 10^{-2}</td>
<td>595</td>
<td>117</td>
</tr>
<tr>
<td>7.0</td>
<td>Changed to mixture of dry &amp; wet ( O_2 )</td>
<td>4.4 \times 10^{-2}</td>
<td>520</td>
<td>161</td>
</tr>
<tr>
<td>8.5</td>
<td>84</td>
<td>4.02 \times 10^{-2}</td>
<td>440</td>
<td>177</td>
</tr>
<tr>
<td>9.0</td>
<td>52</td>
<td>3.60 \times 10^{-2}</td>
<td>270</td>
<td>196</td>
</tr>
<tr>
<td>10.0</td>
<td>Changed to full wet ( O_2 )</td>
<td>2.26 \times 10^{-2}</td>
<td>-440</td>
<td>314</td>
</tr>
<tr>
<td>11.0</td>
<td>-660</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.5</td>
<td>-890</td>
<td>1.74 \times 10^{-2}</td>
<td>-780</td>
<td>408</td>
</tr>
<tr>
<td>12.0</td>
<td>-960</td>
<td>1.67 \times 10^{-2}</td>
<td>-910</td>
<td>425</td>
</tr>
<tr>
<td>13.0</td>
<td>Changed to full wet ( N_2 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.0</td>
<td>Changed to mixture of dry &amp; wet ( N_2 )</td>
<td>1.67 \times 10^{-2}</td>
<td>-1060</td>
<td>425</td>
</tr>
<tr>
<td>15.5</td>
<td>-1150</td>
<td>1.74 \times 10^{-2}</td>
<td>-960</td>
<td>408</td>
</tr>
<tr>
<td>20.5</td>
<td>-990</td>
<td>1.83 \times 10^{-2}</td>
<td>-890</td>
<td>390</td>
</tr>
<tr>
<td>23.0</td>
<td>Changed to dry ( O_2 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23.5</td>
<td>-430</td>
<td>2.98 \times 10^{-2}</td>
<td>-220</td>
<td>238</td>
</tr>
<tr>
<td>23.8</td>
<td>-290</td>
<td>3.2 \times 10^{-2}</td>
<td>0</td>
<td>222</td>
</tr>
<tr>
<td>24.0</td>
<td>-84</td>
<td>3.81 \times 10^{-2}</td>
<td>240</td>
<td>186</td>
</tr>
<tr>
<td>24.5</td>
<td>31</td>
<td>4.3 \times 10^{-2}</td>
<td>310</td>
<td>165</td>
</tr>
<tr>
<td>25.0</td>
<td>146</td>
<td>4.7 \times 10^{-2}</td>
<td>410</td>
<td>151</td>
</tr>
<tr>
<td>27.0</td>
<td>Tripled flow of dry ( O_2 )</td>
<td>5.1 \times 10^{-2}</td>
<td>450</td>
<td>139</td>
</tr>
<tr>
<td>27.5</td>
<td>220</td>
<td>5.7 \times 10^{-2}</td>
<td>510</td>
<td>124</td>
</tr>
<tr>
<td>31.5</td>
<td>260</td>
<td>6.2 \times 10^{-2}</td>
<td>510</td>
<td>114</td>
</tr>
<tr>
<td>33.0</td>
<td>Changed to ozone</td>
<td>6.8 \times 10^{-2}</td>
<td>510</td>
<td>104</td>
</tr>
<tr>
<td>37.5</td>
<td>320</td>
<td>8.2 \times 10^{-2}</td>
<td>490</td>
<td>87</td>
</tr>
</tbody>
</table>

\( \mu_{eff}^{*} \) is a true field effect mobility, since it is really a sum of two quite different components: the true field effect mobility \( \mu_{eff} \), and a term, proportional to thickness of the slice, arising from the photoconductivity.
### Table II — 8.1 ohm cm p-type Cycle 5.

**Relative Light Intensity 0.25**

<table>
<thead>
<tr>
<th>Time min.</th>
<th>( \mu \text{cm}^2 \text{volt sec} )</th>
<th>( \delta )</th>
<th>( \mu \text{cm}^2 \text{volt sec} )</th>
<th>( s \text{ cm sec} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Started sparked O(_2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>Changed to dry O(_2)</td>
<td>307</td>
<td>( 4.1 \times 10^{-2} )</td>
<td>490</td>
</tr>
<tr>
<td>1.5</td>
<td>Changed to mixture of wet &amp; dry O(_2)</td>
<td>318</td>
<td>( 3.2 \times 10^{-2} )</td>
<td>490</td>
</tr>
<tr>
<td>3.5</td>
<td>Changed to mixture of wet &amp; dry O(_2)</td>
<td>273</td>
<td>( 1.4 \times 10^{-2} )</td>
<td>376</td>
</tr>
<tr>
<td>6.0</td>
<td>Changed to wet O(_2)</td>
<td>239</td>
<td>( 1.3 \times 10^{-2} )</td>
<td>320</td>
</tr>
<tr>
<td>11.0</td>
<td>Changed to wet O(_2)</td>
<td>94</td>
<td>( 1.2 \times 10^{-2} )</td>
<td>-194</td>
</tr>
<tr>
<td>11.5</td>
<td>Changed to wet O(_2)</td>
<td>-200</td>
<td>( 1.1 \times 10^{-2} )</td>
<td>-230</td>
</tr>
<tr>
<td>12.5</td>
<td>Changed to wet O(_2)</td>
<td>-216</td>
<td>( 1.2 \times 10^{-2} )</td>
<td>-256</td>
</tr>
<tr>
<td>17.0</td>
<td>Changed to wet O(_2)</td>
<td>-352</td>
<td>( 1.6 \times 10^{-2} )</td>
<td>-570</td>
</tr>
<tr>
<td>18.5</td>
<td>Changed to mixture of wet &amp; dry O(_2)</td>
<td>-80</td>
<td>( 1.1 \times 10^{-2} )</td>
<td>-137</td>
</tr>
<tr>
<td>22.0</td>
<td>Changed to mixture of wet &amp; dry O(_2)</td>
<td>0</td>
<td>( 1.2 \times 10^{-2} )</td>
<td>31</td>
</tr>
<tr>
<td>26.5</td>
<td>Changed to mixture of wet &amp; dry O(_2)</td>
<td>3.3</td>
<td>( 1.3 \times 10^{-2} )</td>
<td>58</td>
</tr>
<tr>
<td>28.0</td>
<td>Changed to dry O(_2)</td>
<td>193</td>
<td>( 1.9 \times 10^{-2} )</td>
<td>330</td>
</tr>
<tr>
<td>29.0</td>
<td>Changed to dry O(_2)</td>
<td>239</td>
<td>( 2.2 \times 10^{-2} )</td>
<td>400</td>
</tr>
<tr>
<td>30.5</td>
<td>Changed to dry O(_2)</td>
<td>250</td>
<td>( 2.4 \times 10^{-2} )</td>
<td>420</td>
</tr>
<tr>
<td>33.0</td>
<td>Tripled flow of dry O(_2)</td>
<td>296</td>
<td>( 3.2 \times 10^{-2} )</td>
<td>500</td>
</tr>
<tr>
<td>34.5</td>
<td>Tripled flow of dry O(_2)</td>
<td>296</td>
<td>( 3.7 \times 10^{-2} )</td>
<td>525</td>
</tr>
<tr>
<td>36.5</td>
<td>Triplied flow of dry O(_2)</td>
<td>296</td>
<td>( 4.2 \times 10^{-2} )</td>
<td>570</td>
</tr>
<tr>
<td>37.5</td>
<td>Tripled flow of dry O(_2)</td>
<td>296</td>
<td>( 4.6 \times 10^{-2} )</td>
<td>570</td>
</tr>
<tr>
<td>38.0</td>
<td>Changed to ozone</td>
<td>330</td>
<td>( 6.4 \times 10^{-2} )</td>
<td>535</td>
</tr>
</tbody>
</table>

III and IV. Values of \( \delta \) were obtained from the photoconductivity signal, as before, taking the actual illuminated length as the length of the sample. In making use of the standard square-wave calibration for the surface photo-voltage measurement (Section III), it is necessary to allow for the fact that the measured capacity involves the whole length of the sample, plus end and side fringing effects, whereas the surface photo-voltage measurements involves only the illuminated length, plus the fringe effect at the sides.

The penultimate column in Tables III and IV shows the ratio of the change in contact potential, measured in units of \((kT/e)\), to the added-carrier parameter \( \delta \), which was deduced from the photoconductivity. This is not yet, however, the true surface photo-voltage function \((dY/d\delta)\), since the observed change in contact potential includes also the Dember potential \( \Delta V_i \) \(^{10}\) which occurs between the illuminated and non-illuminated parts of the body of the semiconductor. The last column in Tables III and IV shows the true values of \((dY/d\delta)\), obtained by sub-
tracting from \((\beta \Delta \text{ c.p.}/\delta)\) a Dember potential correction, given by \((b - 1)/(\lambda + b\lambda^{-1})\). (The boundaries of the illuminated region were sufficiently distant from the contacts for this formula to apply.)

Tables III and IV include only data from the second half of the cycle (wet \(N_2 \rightarrow \) ozone), since the rate of change of \(\Delta \text{ c.p.}\) during that part of the first half in which dry oxygen was replaced by wet oxygen was too fast to follow.
The reproducibility of all the data from cycle to cycle was good. One surprising result is that the surface recombination velocity assumed its maximum value close to the "wet nitrogen" extreme for both p-type and n-type. This behavior is quite different from that reported by Brattain and Bardeen, who found $s$ to be constant within 20 per cent throughout the range and Stephenson and Keyes, who found a maximum value sometimes at one end, sometimes at the other, and sometimes in the middle. There is quite good agreement on the other hand, with the results of Many et al. (12), who report a maximum in $s$ near the wet end of the cycle. The result of Brattain and Bardeen is not understood at the present time, and is probably wrong. The differences between the present work and that of Stephenson and Keyes may be associated with differences in surface preparation.

V. ANALYSIS OF THE RESULTS

From now onwards we shall express all experimental and calculated quantities in terms of the following dimensionless ratios:

$$
\bar{\Gamma}_p = \frac{\Gamma_p}{n_i L} \quad \bar{\Gamma}_n = \frac{\Gamma_n}{n_i L} \\
\bar{\Sigma} = \frac{\Sigma}{n_i L} \\
\bar{\Delta}G = \frac{\Delta G}{e n_i \mu_p L}, \quad \bar{\mu}_{\text{eff}} = \frac{\mu_{\text{eff}}}{\mu_p}, \quad \bar{\mu}_{\text{eff}}^* = \frac{\mu_{\text{eff}}^*}{\mu_p}
$$

where $\Delta G$ is the surface conductance, $L$ the Debye length for intrinsic germanium ($1.4 \times 10^{-4}$ cm), and $\mu_p$ is the mobility for holes (1800 cm$^2$ v$^{-1}$ sec$^{-1}$). Tables V and VI show values of the quantities we shall need, as functions of the surface potential $Y$, calculated from the theoretical considerations of Garrett and Brattain. The surface conductance, and the differentials in the fifth and sixth columns, are evaluated for $\delta = 0$.

<table>
<thead>
<tr>
<th>$Y$</th>
<th>$Y - 1.5$</th>
<th>$\bar{\Gamma}_p - \bar{\Gamma}_n$</th>
<th>$\Delta \bar{G}$</th>
<th>$\left( \frac{\partial (\bar{\Gamma}_p - \bar{\Gamma}<em>n)}{\partial Y} \right)</em>\delta$</th>
<th>$\left( \frac{\partial (\bar{\Gamma}_p - \bar{\Gamma}_n)}{\partial \delta} \right)_Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4.1</td>
<td>-10.3</td>
<td>17.5</td>
<td>-4.1</td>
<td>-1.3</td>
</tr>
<tr>
<td>2</td>
<td>3.1</td>
<td>-7.0</td>
<td>10.6</td>
<td>-2.6</td>
<td>-0.8</td>
</tr>
<tr>
<td>1</td>
<td>2.1</td>
<td>-4.9</td>
<td>6.2</td>
<td>-1.8</td>
<td>-0.4</td>
</tr>
<tr>
<td>0</td>
<td>1.1</td>
<td>-3.4</td>
<td>3.3</td>
<td>-1.3</td>
<td>0.0</td>
</tr>
<tr>
<td>-1</td>
<td>0.1</td>
<td>-2.3</td>
<td>1.45</td>
<td>-1.1</td>
<td>0.5</td>
</tr>
<tr>
<td>-2</td>
<td>-0.9</td>
<td>-1.2</td>
<td>0.36</td>
<td>-1.1</td>
<td>1.3</td>
</tr>
<tr>
<td>-3</td>
<td>-1.9</td>
<td>0.0</td>
<td>0.0</td>
<td>-1.4</td>
<td>2.7</td>
</tr>
<tr>
<td>-4</td>
<td>-2.9</td>
<td>1.7</td>
<td>0.65</td>
<td>-2.1</td>
<td>5.2</td>
</tr>
<tr>
<td>-5</td>
<td>-3.9</td>
<td>4.4</td>
<td>2.65</td>
<td>-3.5</td>
<td>9.4</td>
</tr>
<tr>
<td>-6</td>
<td>-4.9</td>
<td>8.9</td>
<td>6.8</td>
<td>-5.8</td>
<td>16.3</td>
</tr>
<tr>
<td>-7</td>
<td>-5.9</td>
<td>16.4</td>
<td>14.4</td>
<td>-9.5</td>
<td>27.7</td>
</tr>
</tbody>
</table>
The first problem is the constructing, from the experimental results, of the curve relating $\Delta G$ and $\Sigma$. The experiments provide a series of pictures like Fig. 3, each one corresponding to a different chemical environment, and so to a different $Y$. At each of two succeeding pictures of this sort one knows (i) the vertical displacement (photoconductivity) between the dark and light field effect curves; and (ii) the mean difference in the dark and light slopes, and hence the rate of change of photoconductivity with applied field, and therefore with $\Sigma$. The problem is to deduce the horizontal displacement (in $\Sigma$) between the two pictures.

A correction must first be made for the fact that the ambient changes $\Sigma$ uniformly on both surfaces, whereas the applied field induces charge only on the lower surface, plus fringing effects.* The correction is applied by taking the difference in slopes $(\mu_{e2} - \mu_{e1})$, and multiplying this by $(2/1.27)$, where the number 1.27 is deduced for the given geometry from the standard edge-effect formula.\(^9\) This having been done, it is now possible to take the revised pictures and piece them together to form two smooth curves (Fig. 4). The process of assembling such a diagram determines the horizontal and vertical distances, and therefore the change of $\Sigma$ and $\Delta G$, between successive experiments.

This argument may be given analytically as follows. First notice that the photoconductivity voltage in the absence of field ($\Delta V_z$ in Fig. 3) is proportional to $(1/s)$. The application of a voltage between the gold and the germanium induces some charge density $\Sigma$ at each point on the germanium surface, $\Sigma$ being (due to fringing effects) a complicated function of position. At each point $(1/s)$ is changed by an amount $\Sigma[d(1/s)/d\Sigma]$. This causes the photoconductivity in the presence of field

---

* We are indebted to W. L. Brown for bringing this to our attention.

---

**Table VI** — 8.1 ohm cm p-type

<table>
<thead>
<tr>
<th>$Y$</th>
<th>$Y - \ln \lambda$</th>
<th>$\bar{\Gamma}_p - \bar{\Gamma}_n$</th>
<th>$\Delta G$</th>
<th>$\left(\frac{\partial(\bar{\Gamma}_p - \bar{\Gamma}<em>n)}{\partial Y}\right)</em>\delta$</th>
<th>$\left(\frac{\partial(\bar{\Gamma}_p - \bar{\Gamma}_n)}{\partial \delta}\right)_Y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>5.1</td>
<td>-8</td>
<td>9.8</td>
<td>-5.5</td>
<td>-87</td>
</tr>
<tr>
<td>7</td>
<td>4.1</td>
<td>-4</td>
<td>3.4</td>
<td>-4.5</td>
<td>42</td>
</tr>
<tr>
<td>6</td>
<td>3.1</td>
<td>-2</td>
<td>0.8</td>
<td>-2</td>
<td>19</td>
</tr>
<tr>
<td>5</td>
<td>2.1</td>
<td>0</td>
<td>0.0</td>
<td>-1.3</td>
<td>-8.2</td>
</tr>
<tr>
<td>4</td>
<td>1.1</td>
<td>1</td>
<td>0.25</td>
<td>-1.5</td>
<td>-3.4</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>2</td>
<td>1.3</td>
<td>-1.5</td>
<td>-1.5</td>
</tr>
<tr>
<td>2</td>
<td>-0.9</td>
<td>4</td>
<td>2.8</td>
<td>-1.75</td>
<td>-0.62</td>
</tr>
<tr>
<td>1</td>
<td>-1.9</td>
<td>6</td>
<td>4.8</td>
<td>-2.4</td>
<td>-0.21</td>
</tr>
<tr>
<td>0</td>
<td>-2.9</td>
<td>9</td>
<td>7.4</td>
<td>-3.4</td>
<td>0.0</td>
</tr>
<tr>
<td>-1</td>
<td>-3.9</td>
<td>12</td>
<td>10.9</td>
<td>-4.3</td>
<td>0.15</td>
</tr>
<tr>
<td>-2</td>
<td>-4.9</td>
<td>18</td>
<td>16.4</td>
<td>-6.4</td>
<td>0.31</td>
</tr>
<tr>
<td>-3</td>
<td>-5.9</td>
<td>26</td>
<td>25.0</td>
<td>-10.0</td>
<td>0.53</td>
</tr>
</tbody>
</table>
Fig. 4 — Construction of the curve relating $\Delta \bar{G}$ (surface conductivity, in units of $e\mu R_\text{eff} L$) and $\Sigma$ (surface charge, in units of $en_r L$).

to differ from that in zero field, and gives rise to the voltage difference ($\Delta V_3 - \Delta V_1$) shown in Fig. 3. Expressing this difference in terms of the difference $(\mu_{\text{eff}}^* - \mu_{\text{eff}})$ between the apparent and true effective mobilities in the presence of light (see Section IV), one finds:

$$(\mu_{\text{eff}}^* - \mu_{\text{eff}}) = \left( \frac{w^2 l^2}{I_p^2 c} \right) K \frac{d(1/s)}{d\Sigma} \left( \frac{C_{\text{unit}}}{2w} \right)$$

(3)

where $K$ is the constant of proportionality between $(1/s)$ and the photoconductivity signal $\Delta V_2$, and $C_{\text{unit}}$ is the capacity per unit of the germanium-gold condenser in the illuminated region, which is 1.27 times the parallel-plate formula. From a series of measurements of $(\mu_{\text{eff}}^* - \mu_{\text{eff}})$ and $\Delta V_2$ it is now possible to obtain $\bar{G}$ by graphical integration:

$$\Sigma = \left( \frac{1}{e \mu r L} \right) \left( \frac{w^2 l^2}{I_p^2 c} \right) \left( \frac{C_{\text{unit}}}{2w} \right) \int \frac{d\Delta V_2}{\mu_{\text{eff}}^* - \mu_{\text{eff}}}$$

(4)

This and the graphical method are of course equivalent. It is worthwhile emphasizing again that either technique depends for its validity on the fact that the distribution of fast states is unaffected by the gas changes in the Brattain-Bardeen cycle, as shown in the experiments of Brown and Montgomery. If, however, the assumption were too far from the truth, the fitting of both slopes in Fig. 4 would be impossible. The only
place at which fitting was at all difficult was at the extreme wet end. For most of the range, therefore, the method is at least internally consistent.  

Fig. 5 shows the result of carrying out this procedure for the \( n \) and \( p \)-type samples. The data were averaged over a number of runs. The numbers appearing on the curves represent values of \( Y \), obtained by reference to Tables V and VI.
From Fig. 5 one may now calculate the changes occurring in $\Sigma_z$, the (reduced) charge in fast states, since $\bar{\Gamma}_p - \bar{\Gamma}_n$ may be read from Tables V and VI, and $\Sigma_z = \Sigma - (\bar{\Gamma}_p - \bar{\Gamma}_n)$. Fig. 6 shows $(\partial \Sigma_z / \partial Y)_s$ as a function of $Y - \ln \lambda$, calculated from the experimental results in this way. [The reason for plotting against $Y - \ln \lambda$ instead of $Y$ is that this quantity represents the difference, in units of $(kT/e)$, between the electrostatic potential at the surface and the Fermi level. In this way the effects of difference from sample to sample in the position of the Fermi level in the interior are eliminated.] Notice that the measurements of $(\partial \Sigma_s / \partial Y)_s$ for the two samples have the same general shape, and that the turning points of the two curves occur at about the same value of $Y - \ln \lambda$.

Fig. 6 — Differential charge in fast states versus surface potential. The graphs show $(\partial \Sigma_z / \partial Y)$ plotted against $Y - \ln \lambda$. Dots: $p$-type; circles: $n$-type. A typical result of Brown and Montgomery, using 28 ohm-cm $p$-type germanium, is also shown.
Fig. 7 shows the variation of surface recombination velocity with \( Y - \ln \lambda \), using the experimental photoconductivity data and values of \( Y \) read from Fig. 5. The values of \( s \) have been divided by \( \frac{1}{\lambda + \lambda^{-1}} \), as indicated, since \( s/(\lambda + \lambda^{-1}) \) is expected to be the same, at a given value of \( Y - \ln \lambda \), for all samples, so long as the distribution of fast states is the same. The agreement shown in Fig. 7 is probably closer than would be expected in the light of the experimental accuracy.

Fig. 8 shows the observed dependence of \( \frac{dY}{d\delta} \) on \( Y - \ln \lambda \) for both samples, using the data of Tables III and IV, and using the photoconductivity to determine, from Fig. 7, the value of \( Y \) at each point. On the figure the expected limiting values \((-\lambda \) and \( \lambda^{-1}\)) are shown for both samples. Of the four asymptotes, the higher limit of \( \frac{dY}{d\delta} \) for the \( n \)-type sample is satisfactorily reached for large negative values of \( Y \); the experimental values for the \( p \)-type sample appear to be approaching the expected limit for large positive values of \( Y \), while the information regarding the approach to the two lower limits is too fragmentary to do more than show that the order of magnitude is as expected. Now taking the data shown in Fig. 8, making use of (1) and the calculations given in Tables III and IV, one calculates \( \left( \frac{\partial \Sigma_s}{\partial \delta} \right)_Y / \left( \frac{\partial \Sigma_s}{\partial Y} \right)_s \). The values so found are plotted against \( Y \) in Fig. 9. Fig. 6, 7 and 9, showing the observed variation of \( \left( \frac{\partial \Sigma_s}{\partial \delta} \right)_Y \), \( s \) and \( \left( \frac{\partial \Sigma_s}{\partial \delta} \right)_Y / \left( \frac{\partial \Sigma_s}{\partial Y} \right)_s \) with \( Y \), furnish a complete description of the properties of the fast states at the

![Fig. 7 — Surface recombination velocity versus surface potential. The curves show \( s/(\lambda + \lambda^{-1}) \) plotted against \( Y - \ln \lambda \). Dots: \( p \)-type; circles: \( n \)-type.](image-url)
Fig. 8 — Surface photo-voltage (change in contact potential in relation to added carrier concentration). $dY/d\delta$ is shown plotted against $Y - \ln \lambda$. Dots: $p$-type; circles: $n$-type. Data from different runs are distinguished by modifications to these symbols. The left-hand branches denote absolute magnitudes, since the ratio is negative there. At the extreme left hand of the diagram, the fast states near to the Fermi level are in good contact with the valence band; at the extreme right hand, to the conduction band. The theoretical asymptotes ($\lambda^{-1}$ to the left and $\lambda$ to the right) are also indicated.

temperature studied. This is the basic information which any theoretical treatment must explain. In the succeeding paper this matter is discussed from the point of view of the statistics of a distribution of fast states, and information on the cross sections, as well as on the distribution itself, is derived from the data just presented.
VI. FURTHER COMMENTS

The development given in the previous section has concerned particularly the properties of the fast states. As to the slow states, the experiments are much less informative. The variations of $Y$ with gas are generally consistent with the variations of contact potential previously reported, although the total range in $Y$ ($\pm 0.13$ volt) is smaller by about a factor of 2 than that in contact potential found in the previous work. One must say that roughly half the change of contact potential is in $V_B$, (i.e., $\beta Y$) and half in $V_D$, the potential drop across the ion layer.

Fig. 9 — The function $(\partial \Sigma / \partial \delta) Y / (\partial \Sigma / \partial Y)$ plotted against $Y - \ln \lambda$. Dots: $p$-type; circles: $n$-type.
It may be seen from the figures that it is the quantity \((Y - \ln \lambda)\), rather than \(Y\), which appears to be characteristic of the point in the cycle reached. This property of a semiconductor surface, and possible reasons therefore, have often been discussed in the literature.\(^{11}\) The total range of surface potential is illustrated in Fig. 10, which is drawn to scale, and also shows sundry other points of interest found in the present research. The potential diagrams for n-type and p-type are drawn with the Fermi levels aligned, to show the relation between the property \((Y - \ln \lambda) = \text{const.}\) and the frequently observed smallness of the contact potential difference between n and p-type germanium.

As to the reproducibility and accuracy of the work presented here, the following points may be of interest: (i) The measurements were repeated on another n-type sample of nearly the same resistivity as the one reported here, but cut from a different crystal. The results on this sample were indistinguishable, within the experimental error, from those found on the first n-type sample. (ii) If the sample was re-etched in precisely the same way as before, and the experiments repeated, the results were in good agreement with those obtained before. However, variations in the etching procedure sometimes gave quite different re-

---

**Fig. 10** — The shapes of the surface space-charge regions for the p-type and n-type samples in the extremes of gaseous environment. The two surfaces are to the center of the figure. The solid curves show the center of the gap (intrinsic Fermi level) plotted against distance, in units of an intrinsic Debye length. Also shown are the positions of the zeros of \((dY/d\phi)\), the maxima of \(s\), and the minima of surface conductivity.
sults. We hope to discuss this at a future date. (iii) The accuracy of the measurements is not high. Some of the more directly-derivable quantities, such as $s$, should be known to 5 per cent, but a quantity like $(\partial \Sigma_s/\partial \delta)/(\partial \Sigma_s/\partial Y)$, which is only obtained after a long and elaborate calculation involving a number of corrections, is perhaps uncertain to 30 per cent.

VII. CONCLUSIONS

This paper has presented results of combined measurements of field effect, photoconductivity, change of photoconductivity with field, filament lifetime and surface photo-voltage, on slices of germanium. From the measurements, the surface potential $Y$ has been found at each point, and the variations of the quantities $(\partial \Sigma_s/\partial Y)$, $s$ and $(\partial \Sigma_s/\partial \delta)/(\partial \Sigma_s/\partial Y)$ with $Y$ determined.

It is a pleasure to record our thanks to W. L. Brown, for comments on field effect techniques and many stimulating discussions, to H. R. Moore, who constructed the high-voltage power supply, and to A. A. Studna, who assisted in the experiments. We are also grateful to C. Herring for comments on the text.
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A theoretical treatment of the field effect, surface photo-voltage and surface recombination phenomena has been carried out, starting with the Hall-Shockley-Read model and generalizing to the case of a continuous trap distribution. The theory is applied to the experimental results given in the previous paper. One concludes that the distribution of fast surface states is such that the density is lowest near the centre of the gap, increasing sharply as the accessible limits of surface potential are approached. From the surface photo-voltage measurements one obtains an estimate of 150 for the ratio \( \sigma_p/\sigma_n \) of the cross-sections for transitions into a state from the valence and conduction bands, showing that the fast states are largely acceptor-type. On the assumption that surface recombination takes place through the fast states, the cross-sections are found to be: \( \sigma_p \sim 6 \times 10^{-15} \text{ cm}^2 \) and \( \sigma_n \sim 4 \times 10^{-17} \text{ cm}^2 \).

1. INTRODUCTION

The existence of traps, or "fast" states, on a semiconductor surface, becomes apparent from three physical experiments: measurements of field effect,\(^1\) of surface photovoltage,\(^2\) and of surface recombination velocity \( s \). Results of combined measurements of these three quantities on etched surfaces of \( p- \) and \( n \)-type germanium have been presented in the preceding paper.\(^3\) The present paper is concerned with the conclusions which may be drawn from these experiments as to the distribution in energy of these surface traps, and the distribution of cross-sections for transitions between the traps and the conduction and valence bands.

The statistics of trapping at a surface level has been developed by Brattain and Bardeen\(^4\) and by Stevenson and Keyes,\(^5\) following the work on body trapping centers of Hall\(^5\) and of Shockley and Read.\(^6\)

It is known that surface traps are numerous on a mechanically damaged surface\(^7\) or on a surface that has been bombarded but not annealed.\(^8\)
and that on an etched surface their density is comparatively low. It is also known that the available results cannot be accounted for by a single level, or even two levels, so that one is evidently dealing either with a large number of discrete states or a continuous spectrum. A given trapping centre is completely described by specifying: (i) whether it is donor-like (either neutral or positive) or acceptor-like (neutral or negative); (ii) its position in energy; and (iii) the values for the constants $C_p$ and $C_n$ (related to cross-sections) occurring in the Shockley-Read theory. In this paper we shall deduce what we can about these quantities, using the experimental results previously presented.

At the outset it must be admitted that it is by no means certain that the same set of surface states appear in the field-effect experiment and give rise to surface recombination. However, (i) it is found that such surface treatments as increase $s$ also reduce the effective mobility in the field-effect experiment; (ii) any surface trap must be able to act as a recombination centre, unless one of the quantities $C_p$ and $C_n$ is zero; and (iii) the capture cross-sections obtained by assuming that the field-effect traps are in fact recombination centres are, as we shall see below, eminently reasonable.

As to the nature of the surface traps, not too much can be said at the moment. The lack of sensitivity to the cycle of chemical environment used argues against their being associated with easily desorbable surface atoms; the intrinsically short time constants (Section 5) suggest that they are on or very close to the germanium surface. The possibility that the surface traps are Tamm levels remains; or they could be corners or dislocations. However, the reproducibility with which a given value of $s$ may be obtained by a given chemical treatment of a given sample, followed by exposure to a given ambient, suggests that there is nothing accidental about their occurrence.

II. STATISTICS OF A DISTRIBUTION OF SURFACE TRAPS

We start by quoting results from the work of Shockley and Read and Stevenson and Keyes on the occupancy factor $f_t$ and the flow $U$ of minority carriers (per unit area) into a set of traps having a single energy level and statistical weight unity:

$$f_t = \frac{(C_n n_s + C_p p_t)}{(C_n (n_s + n_t) + C_p (p_s + p_t))} \tag{1}$$
$$U = \frac{C_n C_p (p_s n_s - n_t^2)}{[C_n (n_s + n_t) + C_p (p_s + p_t)]} \tag{2}$$

where the symbols have the following meanings:

$n_s, p_s$ — densities of electrons and holes present at the surface
DISRUPTION AND CROSS-SECTIONS OF GERMANIUM SURFACES

\[ n_1, p_1 \] — values which the equilibrium electron and hole densities at the surface would have if the Fermi level coincided with the trapping level

\[ C_n = N_n v_{Tn} \sigma_n, C_p = N_p v_{Tp} \sigma_p, \]

where \( N \) stands for density of traps per unit area, \( v_{Tn} \) is the thermal speed for electrons and \( v_{Tp} \) that for holes, and \( \sigma_n \) and \( \sigma_p \) are the cross-sections for transitions between the traps and the conduction and valence bands respectively.

If we introduce the surface potential \( \gamma \) and the quantity \( \delta \), defined as \( (\Delta p/n_i) \), where \( \Delta p \) is the added carrier density in the body of the semiconductor, we may write:

\[ n_s = \lambda^{-1} n_i e^\gamma (1 + \lambda \delta) \]
\[ p_s = \lambda n_i e^{-\gamma} (1 + \lambda^{-1} \delta) \]

(3)

where \( \lambda = p_0/n_i \), \( p_0 \) being the equilibrium hole concentration in the body of the semiconductor.

We further introduce the notation:

\[ n_1 = n_i e^{-\gamma} \quad p_1 = n_i e^\gamma \]
\[ (C_p/C_n)^{\frac{1}{2}} = \chi \]

(4)

The quantity \( \nu \) thus represents the energy difference, measured in units of \((kT/e)\), between the trapping level and the centre of the gap;* and is positive for states below, negative for those above, this level. The parameter \( \chi \) will be most directly associated with whether the state is donor-like or acceptor-like. If it is donor-like (neutral or positive), a transition involving an electron in the conduction band will be aided by Coulomb attraction whereas one involving a hole will not; so one would expect \( \chi \ll 1 \). For an acceptor-like trap, (neutral or negative) the contrary holds, and one expects \( \chi \gg 1 \).

Using (4), the occupancy factor (1) becomes

\[ \hat{\gamma}_t = \frac{\chi^{-1} \lambda^{-1} e^\gamma (1 + \lambda \delta) + \chi e^\gamma}{\chi^{-1} \lambda^{-1} e^{-\gamma} (1 + \lambda \delta) + \chi^{-1} e^{-\gamma} + \chi \lambda e^{-\gamma} (1 + \lambda^{-1} \delta) + \chi e^{-\gamma}} \]
\[ = \frac{\lambda^{-1} e^{-\gamma} e^{\nu}}{sech \left[ \frac{1}{2} (Y + \nu) - \frac{1}{2} \ln \lambda \right]} \quad \text{for} \ \delta = 0 \]

(5)

Note that, in thermodynamic equilibrium, the occupancy factor does not depend in any way on the cross-sections, whereas for \( \delta \neq 0 \) it does, through the ratio \( \chi \).

* Strictly speaking, one should say "position of the Fermi level for intrinsic semiconductor" instead of "centre of the gap." These will fail to coincide if the effective masses of holes and electrons are unequal, as they certainly are in germanium.
Similarly, the flow of carrier-pairs to the surface (2) becomes:

\[ U = \]

\[ N_i(v_{tn}v_{tp})^{1/2}(\sigma_n\sigma_p)^{1/2}n_i - \frac{(\lambda + \lambda^{-1})\delta + \delta^2}{\lambda^{-1}e^r(1 + \lambda\delta) + \lambda e^{-r}(1 + \lambda^{-1}\delta)} \]

which, for \( \delta \to 0 \), tends to the linear law \( U = s n_i \delta \), where \( s \), the surface recombination velocity, is given by:

\[ s/(v_{tn}v_{tp})^{1/2} = N_i S_i \]

where

\[ S_i = (\lambda + \lambda^{-1})(\sigma_n\sigma_p)^{1/2}/2[ch(\nu + \ln \chi) + ch(Y - \ln \nu - \ln \chi)] \]

The surface density \( \Sigma_s \) of trapped charge is given by:

\[ \Sigma_s = N_i f_i \]

where \( f_i \) is the occupancy factor, given by (5).

Now let us turn to the question of a distribution of surface traps through the energy \( \nu \). Suppose that the density of states having \( \nu \) lying between \( \nu \) and \( \nu + d\nu \) is \( N(\nu) \, d\nu \), expressed in units \( (n_0 \xi) \). Then the total surface recombination velocity arising from all traps, and the total trapped surface charge density, are given by:

\[ s/(v_{tn}v_{tp})^{1/2} = n_0 \xi \int S_i(\nu)N(\nu) \, d\nu \]

\[ \Sigma_s = \int f_i(\nu)N(\nu) \, d\nu \]

where \( S_i(\nu) \) and \( f_i(\nu) \) are explicit functions of \( \nu \), given by (5) and (7). The limits of the integrals in (9) and (10) are the values of \( \nu \) corresponding to the conduction and valence band edges; however, as we shall see, it is often possible to replace these limits by ± ∞.

In summing up the contributions in the way represented by (9), we have implicitly ignored the possibility of inter-trap transitions, supposing that the population of each trap depends only on the rates of exchange of charge with the conduction and valence bands, and is independent of the population of any other trap of differing energy.

What kind of function do we expect \( N(\nu) \) to be? Brattain and Bardeen 2 postulated that \( N(\nu) \) was of the form of two delta-functions, corresponding to discrete trapping levels high and low in the band. This assumption is not consistent with the observed facts in regard to field effect, surface
photo-voltage, or surface recombination velocity. The general difficulty is that the observed quantities usually vary less rapidly with surface potential than one would expect. It is possible to fit the field-effect observations of Brown and Montgomery\textsuperscript{11} with a larger number of discrete levels, but this would call for a "sharpening up" of the trapped charge distribution as the temperature is lowered, and this appears to be contrary to what is observed.* It is always possible that the surface is patchy, in which case almost \textit{any} variation with mean surface potential could be explained. The simplest assumption, however, seems to be that \( N(v) \) is a rather smoothly-varying function. All we need assume for the moment is that it is everywhere finite, continuous and differentiable. We may then differentiate equation (10) with respect to \( Y \) and \( \delta \) under the integral sign, and get \( (\partial \Sigma_s/\partial Y)_s \) and \( (\partial \Sigma_s/\partial \delta)_y \), the quantities for which experimental measurements were reported in the previous paper:\textsuperscript{3}

\[
\left( \frac{\partial \Sigma_s}{\partial Y} \right)_s = \int \frac{\bar{N}(v) \, dv}{4 \, ch^2 \left[ \frac{1}{2} (v + Y) - \frac{1}{2} \ln \lambda \right]} \tag{11}
\]

\[
\left( \frac{\partial \Sigma_s}{\partial \delta} \right)_y = - \int \frac{\bar{N}(v) \left( \frac{1}{2} (\lambda^{-1} + \lambda) th \left[ \frac{1}{2} (v - Y) + \frac{1}{2} \ln \lambda \right] + \frac{1}{2} (\lambda^{-1} - \lambda) \right) \, dv}{4 ch^2 \left[ \frac{1}{2} (v + Y) - \frac{1}{2} \ln \lambda \right]} \tag{12}
\]

Notice that the expression in brackets in the numerator of (12) generally has the value \( \lambda^{-1} \) or \( -\lambda \), except near the point \( v = Y - \ln \lambda - 2 \ln \chi \). This is indicative of the fact that, whatever the exact form of \( \bar{N}(v) \), the ratio of \( - (\partial \Sigma_s/\partial \delta)_y / (\partial \Sigma_s/\partial Y)_s \) tends to these limiting values \( (\lambda^{-1} \) and \( -\lambda \) for sufficiently large negative and positive \( Y \) respectively.

It may be verified from (7), (11) and (12) that \( (\partial \Sigma_s/\partial Y)_s \), found from the field effect experiment, depends only on \( N(v) \); \( (\partial \Sigma_s/\partial \delta)_y \), found from the surface photo-voltage, depends on \( \bar{N}(v) \) and \( \chi \); while \( s \), the surface recombination velocity, depends in addition on the geometric mean cross-section \( (\sigma_p \sigma_p)^{1/2} \). Both \( \chi \) and \( (\sigma_p \sigma_p)^{1/2} \) might themselves, of course, be functions of \( v \). Thus relations (7), (11) and (12) are integral equations, from which the three unknown functions of \( v \) may in principle be deduced from the experimental results. (Equation 11, in fact, may be solved explicitly. P. A. Wolff\textsuperscript{17} has shown, however, that, to determine \( N(v) \) unambiguously, it is necessary to know \( (\partial \Sigma_s/\partial Y)_s \) for all values of \( Y \) in the range \( \pm \infty \).)

The foregoing considerations apply to "small-signal" measurements.

\* There are some changes with temperature, but not what one would expect if there were only discrete surface states.
Fig. 1 — The fit between Equations (13) and (14) and the experimental data. The circles and dots give the experimental data for the n and p-type samples respectively and the solid straight lines represent Equations (13) and (14).

But it is also possible, once $N(v)$, $\chi$ and $(\sigma_n\sigma_p)^{1/2}$ are known, to calculate the expected behavior of the surface photo-voltage and surface recombination rate at high light intensities, and compare the answer with the experimental findings. We hope to discuss this matter in a later paper.

III. ANALYSIS OF THE EXPERIMENTAL DATA BY USE OF THE DELTA-FUNCTION APPROXIMATION

Let us first consider the interpretation of our field effect measurements by means of (11). We start by finding empirical expressions that describe the observed dependence of $(\partial \bar{\Sigma}_s/\partial Y)$ on $Y$ (Fig. 6 of the preceding paper\(^3\)). Except at values of $(Y - \ln \lambda)$ close to the extremes reached one may fit quite well by a hyperbolic cosine function. Fig. 1 shows the function whose hyperbolic cosine is $(\partial \bar{\Sigma}_s/\partial Y)/(\partial \bar{\Sigma}_s/\partial Y)_{\text{min}}$ plotted against $Y - \ln \lambda$. From this figure we find:

22.6 ohm-cm n-type:

$$\left(\frac{\partial \bar{\Sigma}_s}{\partial Y}\right)_5 = 4.5ch[0.36(Y - \ln \lambda) - 0.8] \quad (13)$$

(for $(Y - \ln \lambda) > -4$)
8.1 ohm-em p-type:
\[
\left( \frac{\partial \Sigma_s}{\partial Y} \right)_b = 9.7ch[0.31(Y - \ell n \lambda) - 0.5] \tag{14}
\]

for \(2 > (Y - \ell n \lambda) > -4\)

For values of \((Y - \ell n \lambda)\) less than \(-4\), it appears that \(\Sigma_s\) is changing more rapidly with \(Y\) than is indicated by (13) and (14). We shall comment on this point later. Excluding this region, we note that in both cases the variation with \(Y\) is everywhere slow in comparison with \(e^Y\), and proceed on the assumption that \(\tilde{N}(\nu)\) is a function of \(\nu\) that varies everywhere slowly in comparison with \(e^\nu\). Then (11) indicates that there is one fairly sharp maximum in the integrand in the range \(\pm \infty\), occurring at that value of \(\nu\) which coincides with the Fermi level:
\[
\nu = -Y + \ell n \lambda \tag{15}
\]

The integral in (11) could be evaluated in series about this point (method of steepest descents). The zero-order approximation is got by replacing
\[
\frac{1}{4} \text{sech}^2 \left[ \frac{1}{2}(\nu + Y) - \frac{1}{2} \ell n \lambda \right] \quad \text{by} \quad \delta(\nu + Y - \ell n \lambda).
\]

Later we shall proceed to an exact solution, and we shall find that this delta-function approximation is not too bad. From (11) we now find:
\[
\left( \frac{\partial \Sigma_s}{\partial Y} \right)_b \sim \int \tilde{N}(\nu)\delta(\nu + Y - \ell n \lambda) \, d\nu = \tilde{N}(-Y + \ell n \lambda) \tag{15}
\]

This mathematical procedure will be seen to be equivalent to identifying \((\partial \Sigma_s/\partial Y)_b\) with the density of states at the point in the gap which coincides with the Fermi-level at the surface. Using (13) and (14), one gets:

22.6 ohm-em n-type:
\[
\tilde{N}(\nu) = 4.5 \, ch(0.36\nu + 0.8) \tag{16}
\]

8.1 ohm-em p-type:
\[
\tilde{N}(\nu) = 9.7 \, ch(0.31\nu + 0.5) \tag{17}
\]

As we shall see in the next section, the exact solutions differ from (16) and (17) only in the coefficients preceding the hyperbolic cosines.

Turning to the surface photo-voltage measurements, we take (12) and again replace
\[
\frac{1}{4} \text{sech}^2 \left[ \frac{1}{2}(\nu + Y) - \frac{1}{2} \ell n \lambda \right] \quad \text{by} \quad \delta(\nu + Y - \ell n \lambda)\]
Using (15), one gets:
\[
\frac{\int \partial \Sigma_y}{\partial \Sigma_z} \frac{(\partial \Sigma_y}{\partial Z)} = \frac{1}{2}(\lambda^{-1} + \lambda) \ln(-Y + \ln \lambda + \ln \chi) + \frac{1}{2}(\lambda^{-1} - \lambda) \]

(18)

This procedure, inaccurate as it is, has the advantage that no particular assumption need be made concerning the functional dependence of \( \chi \) on \( v \), it being understood that \( \chi \) in (18) has the value holding for \( v = -Y + \ln \lambda \). In particular, if \( Y_0 \) is that value of \( Y \) at which the ratio \(-\int \partial \Sigma_y/(\partial \Sigma_z)/\int \partial \Sigma_z/(\partial \Sigma_z)\) changes sign,
\[
\ln \chi_0 = Y_0 - \ln \lambda + \ln^{-1}[(\lambda - \lambda^{-1})/(\lambda + \lambda^{-1})]
\]

(19)

From the experimental data, one finds, for the \( n \)-type sample, \( \ln \chi_0 \sim 2.4 \) (at \( v = -3.5 \)); for the \( p \)-type sample, \( \ln \chi_0 \sim 1.0 \) (at \( v = 1.9 \)).

In view of the approximations made, these estimates would not be expected to be more precise than ±1 to 2 units. Notice that both values are positive, and that the difference between them is small in comparison with the difference in \( v \). This suggests that we start afresh with the assumption that \( \chi \) is independent of \( v \), and work out the surface photoelectric integral exactly. This is done in the next section.

IV. EXACT TREATMENT FOR THE CASE \( \tilde{N}(v) = A \ ch (qv + B) \), WITH CONSTANT CROSS-SECTIONS

The results of the previous section suggest the procedure of assuming that \( \tilde{N}(v) \) is of the functional form given by (16) and (17), and evaluating the integrals (9), (11) and (12) exactly. The integral for \( (\partial \Sigma_y/(\partial \Sigma_z) \int \partial \Sigma_z/(\partial \Sigma_z) \) depends only on the form of \( \tilde{N}(v) \) and may be evaluated at once. To get \( (\partial \Sigma_y/(\partial \Sigma_z) \int \partial \Sigma_z/(\partial \Sigma_z) \), one must know how \( \chi \) depends on \( v \). On the basis of the work of the previous section, we shall suppose that \( \chi \) is independent of \( v \). (Properly, we need only assume that \( \chi \) varies with \( v \) more slowly than \( e^v \). Since the function \( \ln \chi \) for \( \lambda \) has one of the values ±1 everywhere except close to \( v = Y - \ln \lambda - 2 \ln \chi \), and since the denominator of (12) has a sharp minimum at \( v = -Y + \ln \lambda \), it follows that the region in which \( (\partial \Sigma_y/(\partial \Sigma_z) \int \partial \Sigma_z/(\partial \Sigma_z) \) changes sign will be governed mainly by the value of \( \chi \) at \( v = -\ln \chi \). To get \( s \) [(9), using (7)], one must also assume something about the geometric mean cross-section, \( (\sigma_n \sigma_p)^{1/2} \). In the absence of any information on this score, we shall assume that \( (\sigma_n \sigma_p)^{1/2} \) also is independent of \( v \), and see how the computed variation of \( s \) with \( Y \) compares with the experimental results.
We assume:
\[ \tilde{N}(\nu) = A \, ch (q\nu + B) \]  
(20)
and substitute in (11), (12) and (7). In view of the sharp maximum in
the integrands of these expressions, it is permissible to set the limits
which should correspond to the edges of the gap or of the state distribu­
tion equal to ± \infty. The integrals are conveniently evaluated by the con­
tour method (see Appendix 1) and yield the following results:
\[
\frac{\partial \Sigma_z}{\partial \nu} = Aq \csc q \left[B - q(Y - \ell n \lambda)\right]
\]
\[ \frac{\partial \Sigma_z}{\partial \theta} = -Aq \csc q \left[B - q(Y - \ell n \lambda)\right] \times
\]
\[
\left[ \frac{1}{2} (\lambda^{-1} + \lambda) \left(- \coth \gamma + \frac{sh q\gamma ch \delta}{q sh^2 \gamma ch (q\gamma - \delta)}\right) + \frac{1}{2} (\lambda^{-1} - \lambda) \right]
\]
(21)
where
\[
\gamma = Y - \ell n \lambda - \ell n \chi
\]
\[ \delta = B - q \ell n \chi \]
(23)
\[
\frac{s}{(v\tau_n\tau_p)^{1/2}} = \frac{1}{2} (\lambda + \lambda^{-1}) (\sigma_n\sigma_p)^{1/2} n_e e 2\pi A \, sh q\gamma \, ch \delta \csc q \cosech \gamma
\]
Comparing (21) with (15), we see that the delta-function approxima­
tion is in error to the extent that it replaces \( \pi q \csc \pi q \) by 1. With
the value of \( q \) found experimentally, this is not too bad; we can now, how­
ever, by fitting the right-hand side of (21) to the experimental facts,
(13) and (14), obtain exact solutions for \( \tilde{N}(\nu) \):
22.6 ohm-cm n-type
\[ N(\nu) = 3.6 \, ch(0.36\nu + 0.8) \quad \text{(for } \nu < 4) \]
8.1 ohm-cm p-type
\[ N(\nu) = 8.3 \, ch(0.31\nu + 0.5) \quad \text{(for } \nu < 4) \]
(25)
The question arises as to whether this solution for the distribution is
unique. We have already pointed out that the mathematical methods
fail if the distribution is discontinuous. It seems that (25) represents the
only solution that is slowly-varying, in the sense used in the previous
section; its correctness could presumably be checked by carrying out
experiments at different temperatures. For \( \nu > 4 \), the above expressions
do not fit the observed facts, because, for \( Y - \ln \lambda < -4 \), the charge in fast states is found to change more rapidly than is given by the empirical expressions in (13) and (14). The behaviour in this region is perhaps indicative of the existence of a discrete trapping level just beyond the range of \( \nu \) which can be explored by our techniques. The observations (see Fig. 6 of preceding paper\(^2\)) can be described by postulating, in addition to the continuous distribution of states given above, a level of density about \( 10^{11} \text{ cm}^{-2} \), situated at \( \nu = 6 \), or a higher density still further from the center of the gap. Statz et al.,\(^3\) using the "channel" techniques, which are valuable for exploring the more remote parts of the gap, have proposed a level of density \( \sim 10^{11} \text{ cm}^{-2} \), situated at about 0.14 volts below the center of the gap (\( \nu = 5.5 \)): this is not in disagreement with the foregoing.

In order to compare (22) with the experimental data derived from the surface photo-voltage, it is necessary to choose a value for \( \chi \). Fig. 2 shows the comparison with the results presented in the preceding paper. On the vertical axis, the values of \( (\partial \Sigma_e / \partial Y) / (\partial \Sigma_e / \partial Y) \) plotted have been divided by \( (\lambda + \lambda^{-1}) \), in order to show the n and p-type results on the same scale. (Note that the limiting values of this quantity should be \( \lambda / (\lambda + \lambda^{-1}) \) and \( -\lambda^{-1} / (\lambda + \lambda^{-1}) \), so that the vertical distance between the limiting values should be 1, independent of \( \lambda \).) The theoretical curves have been drawn with the value \( \ln \chi = 2.5 \), in order to give best fit between theory and experiment at the points at which the ordinate changes sign. (It may be seen from the form of (22) that, with the actual value of the other parameters, the main effect of adopting a different value of \( \ln \chi \) would be to shift the theoretical curve horizontally, while a change of \( \lambda \) shifts it vertically without in either case greatly modifying its shape). The fit between theory and experiment is not quite as good as could be expected, even taking into account the rather low accuracy of the measurements. The variation of \( (\partial \Sigma_e / \partial Y) / (\partial \Sigma_e / \partial Y) \) with \( Y \) found experimentally seems to be rather slower than the theory would lead one to expect. The main points to make are: (i) the difference in \( Y \) between the zeros for the two samples \( (5.4 \pm 1) \) is about what it should be \( (4.8) \) on the assumption that \( \ln \chi \) is the same for both samples and of the order of unity; and (ii) paying attention mainly to the zeros, the estimate \( \ln \chi = 2.5 \) is likely to be good to \( \pm 1 \).

Now let us consider the surface recombination velocity. Here we are on somewhat shakier ground, in that, in deriving (24), we have had to assume not only that \( \chi \) is independent of \( \nu \), but \( (\sigma_n \sigma_p)^{1/2} \) also. First we note from (24) that the maximum value of \( s \) should occur at \( Y - \ln \lambda = \ln \chi \). Comparing with the experimental results given in the preceding paper,
we see maxima at \( Y - \ln \lambda = 2.0 \) for the p-type sample, and 3.5 for the n-type sample. Both these values are within the limits to \( \ln \chi \) given in the previous paragraph, thus confirming the estimate made there. Fig. 3 shows a comparison between the experimental results and (24). The graph has been fitted horizontally, by setting \( \ln \chi = 2.5 \), as found above; vertically, to agree with the mean value at that point. The agreement with experiment is reasonable, although again, just as in Fig. 2, the experimental variation of \( s \) with \( (Y - \ln \lambda) \) is rather slower than one would expect.

The fact that the experimental values, both of surface photo-voltage and of surface recombination velocity, vary more slowly than expected, is susceptible of a number of interpretations: (i) The deduced distribution of fast states might be wrong. However, the most likely alternative distributions — isolated levels, or a completely uniform distribution —
give (in at least some ranges of $Y$) a more rapid instead of a smoother variation of these quantities so long as the surface is homogeneous. (ii) The estimates of the changes in $Y$ might be too large. It is unlikely that our calibration is sufficiently in error, and other workers have obtained results comparable to ours. The only possibility would be that the mobility of carriers near the surface is larger (instead of smaller, as found by Schrieffer) than inside — which seems quite out of the question. (iii) The ratio of capture cross-sections varies with $\nu$. This, however, would only be in the right direction if one were to assume that the ratio $\chi$ increases with the height of the level in the gap — i.e., that the high states behave like acceptors, and the low ones like donors. While not quite impossible, this is an unlikely result. (iv) The surface is patchy. It is probable that a range of variation of two to four times $(kT/\varepsilon)$ in surface potential would be sufficient to account for the observed slow variation of surface photo-voltage and recombination velocity with mean surface potential. We have refrained from detailed calculations of patch effects, on the grounds that, without detailed knowledge of the magnitude and distribution of the patches, it would be possible to construct a model that could indeed fit the facts, but one would have little confidence in the result. The possibility of patches warns us to view with caution the exact distribution function deduced for the fast states. It would still be conceivable, for example, that one has but two discrete states, as originally proposed by Brattain and Bardeen, and that the apparent existence of a band of states in the middle of the gap arises from the fact that there are always some parts of the surface at which the Fermi level is close to one or other of these states. Fortunately the conclusions as to the cross-sections are not too sensitive to the exact distribution function assumed.

Using the mean of the two coefficients in (25), substituting $n_i = 2.5 \times 10^{13}$ cm$^{-3}$, $\mathcal{E} = 1.4 \times 10^{-4}$ cm, $(\nu T_{\text{nl}} T_{\text{np}})^{1/2} = 1.0 \times 10^7$ cm/sec, in (24), and using the experimental result (see Fig. 3) that $s_{\text{max}}/(\lambda + \lambda^{-1}) = 1.2 \times 10^2$ cm/sec, one obtains $(\sigma_p \sigma_n)^{1/2} = 5 \times 10^{-16}$ cm$^2$. Now setting $(\sigma_p / \sigma_n) = \chi^2 \sim \epsilon^5 \sim 150$, one gets for the separate cross-sections:

\[
\sigma_p = 6 \times 10^{-15} \text{ cm}^2
\]
\[
\sigma_n = 4 \times 10^{-17} \text{ cm}^2
\]

There values appear to be eminently reasonable. Burton et al\textsuperscript{12} who studied recombination through body centres associated with nickel and copper in germanium, found $\sigma_p > 4 \times 10^{-15}$ cm$^2$, $\sigma_n = 8 \times 10^{-17}$ cm$^2$ for nickel, and $\sigma_p = 1 \times 10^{-16}$, $\sigma_n = 1 \times 10^{-17}$ for copper. The fact that
Fig. 3 — Experiment and theory for surface recombination. Solid curve theory circles and dots for $n$ and $p$-type samples, respectively.

our estimates for $\sigma_p$ and $\sigma_n$ appear to be of the expected order of magnitudes lends strong support to the view that identifies the traps appearing in the field-effect and surface photo-voltage experiments with those responsible for surface recombination.

The result that $(\sigma_p/\sigma_n) = 150$ is good evidence that the fast states are acceptor-like. This statement must be restricted to the range $|v| < 4$; the states that are outside this range might be of either type. Also one might allow a rather small fraction of the states near the middle to be donor-type, without serious trouble; but the experimental results compel one to believe that most of the fast states within 0.1 volts or so of the centre of the gap are acceptor-like.

V. TRAPPING KINETICS

The foregoing considerations have concerned the steady-state solution to the surface trapping problem. If the experimental constraints are changed sufficiently rapidly, however, there may be effects arising from the finite time required for the charge in surface states to adapt itself
to the new conditions.\textsuperscript{14} This section will concern itself with the trapping time constants (which are not directly related to the rate of recombination of minority carriers).

One case of trapping kinetics has been discussed by Haynes and Hornbeck.\textsuperscript{9} A general treatment of surface trapping kinetics is necessarily quite involved, and will be taken up in a future paper. Here we shall restrict ourselves to giving an elementary argument relating to the high-frequency field effect experiment of Montgomery.\textsuperscript{15} To simplify the discussion, we assume that the surface in question is of the "super" type; i.e., the surface excess of the bulk majority carrier is large and positive. At time $t = 0$, a large field is suddenly applied normal to the surface; the induced charge appears initially as a change in the surface excess of the bulk majority carrier; as time elapses, charge transfer between the space-charge region and the fast states takes place, until equilibrium with the fast states has been re-established. What time constant characterizes this process?

Take electrons as the majority carrier. Then the flow of electrons into the fast states must equal the rate of decrease of the surface excess of electrons. For a single level one may write:

$$U_n = N_e v_{TN} \sigma_n [(1 - f_i) n_s - f_i n_s]$$

$$= -\Gamma_n$$

(26)

For a continuous distribution of levels, one can say that only those levels within a few times $(kT/e)$ of the Fermi level at the surface will be effective, so that one may regard the distribution as being equivalent to a single state with $n_1 = n_1 \exp (Y - \ln \lambda)$, which will be about half full. We assume further that the density of fast states is sufficient for the changes in $\Gamma_n$ to be large in comparison with those in $f_i$, as is reasonable, having regard to the relative magnitudes of the measured values of $(\partial \Sigma_s/\partial Y)_s$ found in the present research, and of $(\partial \Gamma_p/\partial Y)_s$ and $(\partial \Gamma_n/\partial Y)_s$. Thus $f_i$ may be treated as a constant in equation (26). Further, we may set $n_s = 4 \Gamma_n^2 / n_i \xi^2$, as may be proved from considerations on the space-charge region.\textsuperscript{16} Solving (26) with these conditions, one finds, for the transient change in $\Gamma_n$ between the initial and the quasi-equilibrium state:

$$\Delta \Gamma_n \propto \left( 1 - \frac{tl}{\tau} \right)$$

(27)

where

$$\tau = \lambda e^{-Y \xi} / [N_e v_{TN} \sigma_n \sqrt{2} \sqrt{f_i (1 - f_i)}]$$
To clarify the order of magnitude of time constant involved, let us substitute $\xi \sim 10^{-4}$ cm, $N_t \sim 10^{11}$ cm$^{-2}$, $v_T \sim 10^7$ cm/sec., $\sigma_n \sim 10^{-15}$ cm$^2$, $f_t \sim 0.5$, $\lambda e^{-\gamma} \sim 1$. This gives $\tau \sim 10^{-7}$ sec, which suggests that one would be unlikely to run into trapping time effects in the field-effect experiment at frequencies less than 10 Mcy/sec/sec. This conclusion is consonant with the findings of Montgomery.\textsuperscript{15}

APPENDIX 1

EVALUATION OF THE INTEGRALS IN SECTION 4

The integrals occurring in Section 4, giving the experimentally accessible quantities $(\partial \Sigma_s/\partial Y)$, $(\partial \Sigma_s/\partial \delta)$ and $s$ in terms of the surface trap distribution and cross-sections, are conveniently evaluated by contour integration. In view of the general applicability of this method in dealing with integrals of the sort that arise from such a distribution of traps, we include here a short note on the procedure used. The integrals needed are:

$$I_1 = \int_{-\infty}^{+\infty} ch(cx + g) \ sech^2 x \ dx$$

$$I_2 = \int_{-\infty}^{+\infty} \th(x + b) \ ch(cx + g) \ sech^2 x \ dx$$

$$I_3 = \int_{-\infty}^{+\infty} \frac{ch(cx + g)}{chx + chl} \ dx$$

To evaluate $I_1$, we evaluate $\int ch(cx + g) \ sech^2 z \ dz$ around the contour shown in Fig. 4. The contributions from the parts $z = \pm R$ vanish in the limit $R \to \infty$, so that the integral has the value:

$$(1 - \cos cx) \int_{-\infty}^{+\infty} ch(cx + g) \ sech^2 x \ dx - i \sin cx \int_{-\infty}^{+\infty} sh(cx + g) \ sech^2 x \ dx$$

Fig. 4 — Evaluation of $I_1$. 
The integrand has one pole within the contour, at \( x = \frac{1}{2} i \pi \), at which the residue is \(-c \cos \frac{1}{2} \pi ch g + i \sin \frac{1}{2} \pi ch g\). Multiplying by \(2\pi i\) and equating the real part to that in the above expression, one obtains:

\[
I_1 = \pi c \cosec \frac{1}{2} \pi ch g
\]

The same contour is used in evaluating \( I_2 \); there are now poles at \( z = \frac{1}{2} i \pi \) and at \( z = \frac{1}{2} i \pi - b \), and one obtains:

\[
I_2 = \pi c \coth b \ ch g \ \cosec \frac{1}{2} \pi ch g
- 2\pi \cosec \frac{1}{2} \pi \cosech b \ \frac{1}{2} bc ch(\frac{1}{2} bc - g)
\]

To evaluate \( I_3 \), one integrates \( \int \frac{ch(cz + g)}{chz + chk} \) around the contour shown in Fig. 5. There are poles at \( i \pi \pm k \). Proceeding as before, one finds:

\[
I_3 = 2\pi sh ck ch g \cosec \pi c \cosech k
\]

**Appendix 2**

**Limitation of Surface Recombination Arising from the Space-Charge Barrier**

The question of the resistance to flow of carriers to the surface arising from the change in potential across the space-charge layer has been discussed by Brattain and Bardeen. Here we shall recalculate this effect by a better method, which again shows that, within the range of surface potential studied, the effect of this resistance on the surface recombination velocity is for etched surfaces quite negligible.

Let \( I_p \) and \( I_n \) be the hole and electron (particle) currents towards the surface, and let \( x \) be the distance in a direction perpendicular to the surface, measuring \( x \) positive outwards. Then the gradient of the quasi-Fermi levels \( \varphi_p \) and \( \varphi_n \) at any point is given by:

\[
\nabla \varphi_p = \mp \frac{(I_p/\mu_p)/(\mu_n)}{n_p/n_n}
\]

(1)

Fig. 5 — Evaluation of \( I_3 \).
Then the total additional change in $\varphi_p$ and $\varphi_n$ across the space-charge region, arising from the departure in uniformity in the carrier densities $p$ and $n$, is:

$$\Delta \varphi_p = -\frac{I_p}{\mu_p} \int \left( \frac{1}{p} - \frac{1}{p_0} \right) dx$$

$$\Delta \varphi_n = \frac{I_n}{\mu_n} \int \left( \frac{1}{n} - \frac{1}{n_0} \right) dx \quad (2)$$

Suppose now that the true surface recombination rate is infinite, so that the quasi-Fermi levels must coincide at the surface, and:

$$\varphi_p + \Delta \varphi_p = \varphi_n + \Delta \varphi_n$$

These equations, together with the known space-charge equations, complete the problem. Notice first, from (2), that $\Delta \varphi_p$ will be large only if there is a region in which $p$ is small ($Y \gg 1$), while $\Delta \varphi_n$ is large only when, in some region, $n$ is small ($Y \ll -1$). Introducing the quantity $\delta$, approximating for $\delta$ small, equating $I_p$ and $I_n$ and setting the result equal to $sn_\delta$, one finds:

$$Y \ll -1 \quad s \to \left( \frac{D_n}{\mathcal{E}} \right) (\lambda^{1/2} + \lambda^{-3/2}) e^{\frac{3}{2}Y}$$

$$Y \gg 1 \quad s \to \left( \frac{D_p}{\mathcal{E}} \right) (\lambda^{-1/2} + \lambda^{3/2}) e^{-\frac{1}{2}Y} \quad (4)$$

The coefficients $(D_n/\mathcal{E})$ and $(D_p/\mathcal{E})$ are of the order of $4 \times 10^5$ cm/sec. The most extreme case encountered in our work is that occurring at the ozone extreme for the n-type sample ($\lambda = 0.34, Y = -6$), for which the surface recombination velocity, if limited by space-charge resistance alone, would be about one-quarter of this ($10^5$ cm/sec). The fact that the observed surface recombination velocity is lower than that by more than two orders of magnitude shows that space-charge resistance is not a limiting factor in the present experiments. Equations 4 might well hold on a sand-blasted surface, however, where the trap density is much higher.
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Transistorized Binary Pulse Regenerator
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A simple transistorized device has been constructed for amplifying and regenerating binary code signals as they are transmitted over substantial lengths of transmission line. By the use of simple circuitry, means are provided whereby the distortion in the output of one repeater due to low frequency cutoff is compensated in the next repeater. Furthermore, the repeater is effectively and simply timed from its own regenerated output. A brief discussion of the theory of the circuit is presented along with measured results and oscillograms showing its performance. The effects of extraneous interference on the production of errors in such a repeater are reported. These results are in substantial agreement with theory.

1. INTRODUCTION

Long distance communication using digital transmission is not new but was used by man in his earliest communication system. In fact, his first successful electrical system, the telegraph, made use of binary pulse codes. It was not until the invention of the telephone that the emphasis was shifted from the digital to carrier and voice systems. During recent years the development of new electronic devices and techniques have brought digital transmission into the picture again, and it now seems possible to use it not only for telephony but for television as well. Future systems will probably make use of the binary code, this choice being dictated by circuit simplicity and performance.

The fundamental requirement for perfect binary transmission is to be able to detect the presence or absence of a pulse in each of a regular set of discrete time intervals. From this requirement the principal advantages of such a system may be tabulated. First, a pulse can be recognized in the presence of large amounts of interference. Second, when a pulse is recognized it can be faithfully regenerated, suppressing the effect of the interfering noise to any desired degree. Third, simple high-efficiency non-linear devices such as multivibrators or blocking oscillators can be used to regenerate the pulses. The great disadvantage,
common to all pulse systems is the large bandwidth required for transmission.

On wire lines this large transmission band will create a number of problems. The phase-loss variations, crosstalk and temperature effects will be greatly increased over the transmission band as compared to that of the more conventional systems. It can be shown however that if the repeater spans are made sufficiently short these problems will largely disappear. Only rough equalization will be needed, crosstalk and temperature effects become negligible. Furthermore the repeater power requirements will be small and the circuitry comparatively simple, since only partial regeneration will be required. The problem remains to build a regenerative repeater so simple that it will be economically sound to use on short spans of line. The development of the transistor with its small size and low power requirements has made such a repeater feasible.

1.1 Pulse Distortion Caused by Low Frequency Cutoff

Since the frequency spectrum of a binary pulse train will extend down to and include dc, the ideal repeater should be able to handle the complete frequency band to avoid signal distortion. This would preclude the use of coupling transformers and condensers which attenuate the low frequencies and remove the dc. Practical considerations however dictate the use of these elements which means that the repeater will have a low frequency cutoff. The distortion of a binary pulse train produced by low frequency cutoff presents one of the most vexing problems the designer of a regenerative repeater must cope with. It produces what is probably the most potent source of intersymbol interference found in an average binary pulse communication system. This interference consists of a transient response whose effect may be appreciable far beyond the end of the pulse itself.

When a train of ideal flat top pulses with infinitely steep sides is applied to a load through a condenser or a transformer, the transient response persisting beyond the end of the pulse is an exponential and may be expressed as

\[ T = kP_0e^{-bt} \]  

(1)

The time \( t \), is measured from the end of the pulse and the damping coefficient \( b \) is a function of the low frequency cutoff.* \( P_0 \) is the amplitude

* The value of \( b \) may be approximated by

\[ b = 2\pi f_0 \]

where \( f_0 \) is the frequency in cycles/sec at which the low frequency loss characteristic of the transformer is 6 db above that of the pass band.
of the pulse and $k$ is given as

$$k = 1 - e^{-bt_p}$$

where $t_p$ is the pulse duration. The sum of the transients of a sequence of pulses will shift the zero potential from the base of the pulse toward its average value as shown on Fig. 1(b). This phenomenon has been re-
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Fig. 1 — (a), a perfectly regenerated pulse train; (b) showing the effect of low-frequency cutoff; (c), showing (a) after passing over equalized line; (d), showing (b) after passing over equalized line; (e), effect of (d) minus (b); (f), inverted pedestal timing wave; (g), composite wave at input to repeater, namely, (d) minus (b) plus (f).
ferred to as “zero wander.” In a regenerative repeater the trigger potential is tied to the zero level by a constant bias. Zero wander then will produce a changing bias which reduces the signal to noise margins of the repeater, or in some cases even prevents regeneration. Suppose, for example, a transmission line is equalized so the ideal pulse train shown on Fig. 1(a) will appear as Fig. 1(c) after being transmitted over the line. The individual pulses have widened until the envelope of a sequence of consecutive pulses shows as a ripple with a much smaller amplitude than the individual pulse. If the pulse train distorted by low frequency cutoff shown on Fig. 1(b) is transmitted over this line its output will appear similar to that shown on Fig. 1(d). The portion of the signal where the peak amplitude lies below the trigger threshold will not be regenerated.

1.2 Compensation for Low-Frequency Distortion

In the past many circuits have been devised to prevent zero wander, but none have been completely satisfactory. The repeater described in this paper effectively eliminates zero wander in a string of consecutive repeaters by means of a new and simple method. This may be better understood by referring to Fig. 2. Here are represented two successive repeaters of a transmission system. These repeaters have what appears as a conventional negative feedback loop consisting of a pair of resistors, R. The function performed by this feedback loop bears little if any resemblance to the negative feedback of linear amplifiers and is referred to as “Quantized feedback” in this paper.*

Suppose an isolated pulse of amplitude $P_m$ is regenerated in repeater $M$ and is applied to the line through its output transformer. The low frequency cutoff of this transformer will produce a transient response to the regenerated pulse as given in (1). A spectrum analysis of the transient tail shows that most of its energy occurs in the lower portion of the pass band of the equalized line. Consequently, it will be transmitted over the line to the next repeater with little if any frequency or phase distortion, but will be attenuated by a factor $\alpha$. This transient at the input of the following repeater may be expressed as

$$T_M = \alpha k M P_M e^{-bt} \tag{2}$$

where $t$ is again measured from the end of the pulse. Suppose the regeneration of the pulse at the output of repeater $N$ is delayed by time $t_1$

---

* A paper by Rajko Tomovich entitled “Quantized Feedback” was published in the I.R.E. Transactions on Circuit Theory. There are some fundamental differences in the meaning of the term, quantized feedback, as used in these papers.
Fig. 2 — Block diagram of a section of equalized line and its terminating regenerative repeaters.

compared to the pulse at the input of the repeater. The transient response of the regenerated pulse after passing through its output transformer† will be

\[ T_N = k_N P_N e^{-b(t-t_f)} \]
\[ = k_N P_N e^{b_{11}t} e^{-bt} \]

(3) (4)

If the transient (4) is attenuated by factor \( \beta \) and added in opposite phase to \( T_M \) through the feedback loop at the input of the repeater, their sum is

\[ T_M - \beta T_N = \alpha k_M P_M e^{-bt} - \beta k_N P_N e^{b_{11}t} e^{-bt} \]
\[ = e^{-bt}(\alpha k_M P_M - \beta k_N P_N e^{b_{11}}) \]

(5) (6)

This can be made equal to zero if

\[ \alpha k_M P_M = \beta k_N P_N e^{b_{11}} \]

(7)

which is accomplished by adjusting the value of \( \beta \) which represents the feedback attenuation introduced by resistances \( R \). If the regenerated

† It is assumed that the electrical characteristics of the output transformers of all the repeaters are identical. In this case the damping coefficients will be identical for all the regenerated outputs.
output pulses of $M$ and $N$ are identical, then $P_M = P_N$ and $k_M = k_N$ and eq. (6) becomes

$$T_M - \beta T_N = e^{-b_1 k_M P_M (\alpha - \beta e^{b_1 t})}$$

(8)

This expression can be made equal to zero if

$$\beta = \alpha e^{-b_1 t}$$

(9)

By this means zero wander produced in one repeater can be eliminated at the input of the next repeater. The low frequency distortion of one repeater corrects for the corresponding distortion produced in the previous repeater.

If the electrical characteristics of all the repeater output transformers are identical it is possible to completely remove the effects of the transient tails due to low frequency cutoff.* It is important however that $t_1$ should not be so large that the feedback pulse occupies the next timing interval. W. R. Bennett has shown that a similar cancellation of transients can be accomplished for more complicated types of low frequency cutoff characteristics. In this case the transient tails will be the sum of a number of exponentials having different amplitudes and damping coefficients. Here the quantized feedback must be provided by multiple loops, of greater complexity.

It may be disturbing at first to observe the resultant sum of the incoming signal and feedback as shown on Fig. 1(e). It should be noted however that the signal is not changed in any way until the repeater has triggered the regenerated pulse, and at the next time slot the tails have been cancelled, so that when the next pulse arrives it too will begin at the zero axis. Tails may also be produced by high frequency phase-loss characteristics. These however, may be removed by proper equalization.

1.3 Timing In a Regenerative Repeater

The binary regenerative repeater must not only regenerate the shape and amplitude of each individual pulse but it must also keep them in proper time sequence with other signal pulses. To accomplish this a suitable timing wave must be provided. This timing wave may be transmitted over separate pairs of wires or it may be derived from the signal. In the past it has been common to obtain a sine wave of the repetition

* It can be shown that, with reasonable differences in damping coefficients, quantized feedback will greatly reduce intersymbol interference even when considering a single pulse. If the contributions from all the transients of an infinite train of random pulses are summed, the resultant interference is further reduced and can be considered negligible.
frequency by exciting a high $Q$ filter circuit from the received pulse train. Short timing pips generated from this wave are used to time the regenerated output pulses precisely. This procedure is far too involved to be used in a simple repeater. If less precision in timing is acceptable it may be accomplished with a minimum of circuitry by use of a sinusoidal wave derived from the repeater output. This is referred to in this paper as "self timing."

Self timing prohibits the use of short timing pips derived from the regenerator output. In this case most of the timing control would be exercised by the filter circuit and little, if any, by the input signal. The direct use of the sinusoidal output of this filter provides sufficient control by the input signal with only a small penalty due to less precise timing.* Self timing also sets certain requirements on the regenerator. If the timing wave is derived from an independent source it can be added to the signal in such a way as to act as a pedestal, lifting the signal above the trigger level. In such a circuit neither the signal nor the timing wave alone can trigger the regenerator. If the timing wave is derived from the output it is obvious that the signal alone must be able to trigger the regenerator, since the generation of a timing wave depends upon the signal triggering the regenerator. A timing wave derived by filtering the output of a random pattern of binary pulses will also have a varying amplitude which could cause variations in repeater noise margins. It is apparent then that self timing output cannot be used as a pedestal in a regenerator. All these objections can be overcome by the use of "inverted pedestal" timing.

Inverted pedestal timing is produced by tying the peaks of the timing wave having the same polarity as the signal pulses to a fixed level by means of a diode. This is illustrated on Fig. 1(f). The timing wave is added to the signal at the input so the sum of the signal, feedback and timing looks somewhat like the wave on Fig. 1(g). The effect of the inverted pedestal timing is to inhibit triggering except in the time interval near the peaks of the timing wave. This permits the signal to trigger the regenerator without a timing wave, yet allows timing control to be exercised as the amplitude of the timing wave builds up. With sinusoidal timing, noise often causes the regenerator to trigger either early or late, introducing a phase shift in the regenerated output which will be reflected in the timing wave. Since the timing wave is derived from the code pattern by a relatively high $Q$ tuned circuit, the phase distortion of the timing wave from a shift of a single pulse will be small. With a random dis-

* E. D. Sunde, Self-timing Regenerative Repeaters (paper being prepared for publication).
tribution of noise the resultant phase shift of the timing wave will be negligible. If the interference has low frequency components, the phase shift of the timing wave may be appreciable but these are slow and consequently will not seriously effect the performance of the regenerator.

2.0 DESCRIPTION OF REPEATER CIRCUIT

The circuit diagram shown on Fig. 3 will aid in understanding the operation of the repeater. The incoming signal after being transmitted over the equalized line is applied through the input transformer $T_1$ to the emitter of transistor (1). The function of this transistor is to provide gain to the incoming signal. This amplified signal is applied to the emitter of transistor (2) through the blocking condenser $C_2$. The second transistor functions in a single shot blocking oscillator circuit being biased in the "off" condition through the resistance $R_2$. When the positive signal exceeds the trigger threshold, a pulse is regenerated by the blocking oscillator. During the pulse period a large emitter current flows through $D_1$ in the conducting direction. $T_2$ is the output transformer while transformer $T_3$ provides the essential positive feedback for the blocking oscillator.

Fig. 3 — Circuit diagram of the regenerative repeater.
2.1 Inhibiting in Blocking Oscillator

The secondary of $T_3$ is connected between the transistor base and ground with the diode $D_2$ and resistor $R_3$ in series across it. The combination of diode and resistance across $T_3$ serves a very important function, the inhibiting of multiple triggering on a single input pulse. During the interval in which the pulse is regenerated a negative potential is applied between the base and ground. A current $I_0$ flows through the base of the transistor, the diode $D_2$ being poled to restrict the flow of current in $R_3$. At the end of the pulse the current $I_0$ in $T_3$ drops suddenly to a low value. This current change in the inductive winding of $T_3$ induces a relatively large potential across the base of the blocking oscillator. The impedance of $D_2$ becomes low and current flows in $R_3$ and $T_3$. The potential across $T_3$ decays exponentially and with proper circuit values will take the form of a damped cosine wave.

$$E = E_0 e^{-αt} \cos ω_0 t$$

where $t$ is the time measured from the peak of the pulse. The values of $α$ and $ω_0$ can be adjusted by varying the inductance the transformer and the capacity and resistance connected across it. $E$ should become substantially zero at or near the next timing interval. The damping coefficient $α$ should be sufficiently large to prevent an appreciable negative excursion of $E$ since this will reduce the effective bias on the repeater and consequently its noise margins. This will be further discussed in the section on the measurements of errors.

2.2 Quantized Feedback

The quantized feedback is provided by coupling the input and output transformers by means of resistances $R$. The fed back pulse must be in the opposite phase compared to the input signal.

2.3 Timing Wave Circuit

The timing wave is derived by means of the parallel resonant tank circuit $L_2C_3$ which is tuned to the signal repetition frequency. The regenerated pulses are applied to this network through the relatively large resistance $R_4$. The amount of energy added to the network by each pulse as well as the amount dissipated in it is a function of $Q$. The higher the $Q$ the smaller will be the variations of timing wave amplitude as the average pulse density of the signal train changes. This does not mean that the highest $Q$ will be the most desirable for increased $Q$ means larger,
more expensive coils. Higher $Q$'s also produce greater variations in impedance and phase with small changes of resonant frequency which require much closer control of inductance and capacity with temperature. In the circuit described here the $Q$ has a value of about 100 and its operation is quite satisfactory. The tank circuit is coupled through the small condenser $C_3$ to the diode $D_3$. This diode ties the positive peaks of the timing wave to ground as is required for inverted pedestal timing. The network $N$ provides the timing delay needed for optimum repeater performance.

2.4 DC Compensation in Timing Wave

The timing wave amplitude from the tank circuit is insufficient to allow it to be applied directly to the emitter of the blocking oscillator. Consequently in the interest of circuit simplicity the signal amplifier is used for the timing wave as well. To avoid the complications introduced by dc coupled circuits when close bias tolerances must be maintained, the amplifier was coupled to the blocking oscillator by condenser $C_2$. This presents a problem as to how to neutralize the charge the dc component of the timing wave builds up on $C_2$. The means by which this is accomplished can be more easily understood by referring to Fig. 4.

In this figure the time constant of the feedback loop $R_0C_1R_1$, is made large so that substantially equal charges are added to $C_1$ by each regenerated pulse. In the timing loop this is also nearly true even though noise

![Fig. 4 — Method for maintaining the dc values of timing wave.](image-url)
may change the phase of individual pulses. The change of amplitude of the sinusoidal timing wave in one pulse period will be

$$\Delta A_T = A_T [1 - e^{-\pi t_m/Q}]$$

(11)

where $Q = \omega L/R$ and $t_m$ is the timing interval. In a similar manner the variation of the amplitude of the voltage across $C_1$ will be

$$\Delta A_C = A_C [1 - e^{-t_m/R_1 C_1}]$$

(12)

If now $R_1$ and $C_1$ are adjusted until

$$\frac{\pi}{Q} = \frac{1}{R_1 C_1}$$

(13)

and $R_0$ varied until the amplitude $A_C$ is equal to the average value of $A_T$, the charge on the interstage coupling condenser should be effectively neutralized at all times. Since both loops are made up of passive elements with common inputs and outputs a single adjustment should suffice even though the pulse amplitude, width, or signal pulse density may vary.

In the repeater circuit shown on Fig. 3 this neutralizing principle is used but is more difficult to see. When a pulse is regenerated, a large emitter current flows in $D_1$, which produces a sharp negative voltage spike. This voltage adds a charge to $C_2$ which tends to neutralize the one the timing wave adds to it. The time constant of $C_2$ and its associated circuit may be made to equal the decrement of the tank circuit and the two amplitudes made equal by adjusting the level of the timing wave. By this means effective dc transmission of the timing wave is achieved through capacity coupling.

2.5 Line Equalization

The line equalizer is not essentially a part of the repeater itself. It is however so intimately connected with the repeater it is logical that they be considered together. One of the important equalizer requirements is simplicity, another, that the impedance seen from the repeater input shall be substantially constant over a relatively large frequency range. This latter requirement comes from the need of transmitting the feedback pulse around the feedback loop to the emitter of the first transistor without too much distortion. The equalizer is not used to equalize the low frequency losses of transformers but only the frequency characteristic of the line. The equalization must be such that the individual pulses are allowed to widen but not enough to cause inter-symbol interference.
A gaussian shaped pulse at the output of the line is one of the most economical to use and can have a maximum span of one timing interval at its base. However, in this case the envelope of a long consecutive sequence of such pulses will show substantially no ripple. It can be readily seen that in such a sequence the only timing control exercised by the input upon the timing wave comes from the first pulse. In the interest of better timing and consequently better repeater performance one should be content with narrower pulses at the repeater input. The resulting ripple of the envelope of a consecutive pulse sequence allows each incoming pulse some control over the repeater timing.

3.0 REPEATER PERFORMANCE

To check the performance of the regenerative repeaters a binary code generator was built having a nominal pulse repetition rate of 672 kc producing an eight digit code. Any code combination from the possible 256 can be selected or the code automatically changed at periodic intervals reproducing all possible codes in orderly sequence. Random codes may also be generated by making the absence or presence of a pulse...
in any time slot dependent on the polarity of random noise. The output of the code generator was made substantially the same as the outputs of the repeaters both in shape and amplitude. Two types of transmission line were used, a line from a 51 pair 19 gauge exchange cable and a pair from a 32 gauge experimental cable. The nominal lengths of cable between repeaters was 2.3 miles for the 19 gauge and 0.56 miles for the 32 gauge cable. Fig. 5(a) shows the equalized characteristics for both these lines. The important differences between the two is a greater flat loss with a better high frequency characteristic for the 32 gauge cable. This was advantageous in the study of error production and consequently, the error measurements were all made with this cable. The 19 gauge characteristic represents about the maximum high frequency loss that can be tolerated by these regenerative repeaters.

The performance of the regenerative repeater circuit can best be shown by photographs taken from a cathode ray oscilloscope representation. Plate I shows the effect of the 19 gauge line equalizer. The output pulse (1) transmitted over the unequalized line has become very broad, extending over several timing intervals, which are indicated by small pips along the trace. The addition of the equalizer reduces the width of the received pulse (2) until it is somewhat narrower than the normal pulse interval of the code. Plate II shows a series of photographs taken of the input and output of a repeater with or without interference added at the repeater input.* A signal code at the input of the repeater is shown on (a) and its regenerated output on (b). A sinusoidal interference having a frequency of about 100-kc pictured on (c) is added to the signal as represented on (d). The regenerated output of input (d) is shown on (e). From these it can be seen that while interference does not change the pulse shape or size, it does produce a phase modulation.

Plate I — Single pulse at output of 2.3 miles of 19 gauge cable. 1 — Unequalized. 2 — equalized.

* The input signal of this and some of the following photographs was taken with the repeater in an inoperative condition. This was done in order to avoid the resulting complexity that results when both the quantized feedback and timing wave are added to the combinations of incoming signal and interference.
3.1 Performance of Repeaters in Tandem

Plate III shows the results when certain phase modulated codes are transmitted through a series of repeaters in tandem. The regenerated signal from each successive repeater is transmitted over 2.3 miles of equalized 19 gauge line. One code which has two out of a possible eight pulses present has most of the phase jitter removed after passing through the three additional repeaters. The other fixed code shown contains four out of a possible eight pulses. The jitter is removed much more rapidly with this code, after passing through two repeaters it is regenerated almost perfectly. The reason for the difference in the regeneration of the two codes is variations in the amplitude of the timing wave. In any period of time the energy delivered to the tank circuit is proportional to the number of regenerated pulses in that interval. The amplitude of the timing wave for a fixed code with two pulses of the eight will be half the one produced by the code having four pulses out of eight present. The average number of pulses in a normal PCM signal will be half the maximum possible pulses. The timing wave should then average the same as that produced by the fixed code having four out of a possible eight pulses present. The phase jitter of the random code should be removed as quickly as it was with this fixed code. This is confirmed by
regenerating a noise-dictated random code having the same pulse density expected of a normal PCM signal. The results are shown on Plate III(c). After passing through two repeaters the jitter has been substantially removed as shown by the sharp vertical lines marking the pulses. The thickening of the horizontal lines are produced by transients produced by low frequency cut off distortion. In all these photographs the oscillograph synchronization was obtained from the code generator.

### 3.2 Possible Effects of Line Temperature Variations

The gain and phase characteristics of a particular wire transmission line is a function not only of its length but of temperature as well. To the first order approximation the effect of an increase in temperature may be considered as caused by an increase in the length of the line. In order to better understand the effect of temperature change on repeater performance the following steps were taken; The repeater was adjusted for optimum performance with 2.3 miles of line between it and the preceding repeater and then the length of the connecting transmission line was decreased by about 25 per cent. It was found that for the same interference on the input of the repeater no difference in the performance of the repeater was observed. Plate IV shows a fixed code signal after it has traversed 2.3 miles of equalized cable. Superimposed
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Plate III — (a), set code having 2 pulses out of possible 8; (b), set code having 4 pulses out of possible 8; (c), random code having an average of 4 pulses out of a possible 8.1 (a and b), input signal plus interference; 2 (a and b), regenerated output of 1; 3, expanded section of 2; 4, output of 2nd repeater; 5, output of 3rd repeater; 6, output of 4th repeater. 1(c), input signal alone; 2(c), input signal plus interference.
on this is the same signal after traversing a 1.75 mile length of line and the same equalizer. Shortening the line results in the transmitted pulses having higher peak amplitudes and narrower widths. Faulty high frequency equalization of the shorter lengths produces the short tail following the pulse. It is interesting to observe that the transient tail due to the low frequency cut off has not changed appreciably as the line was shortened. This is to be expected since it can be shown that the energy of the low frequency cut off transient is concentrated in low frequency end of the transmission spectrum. In this region changes in the length of the line, or changes in the primary constants will result in inconsequential changes in attenuation and phase as is shown on Fig. 6. If the quantized feedback is adjusted for the worst condition, i.e., the highest temperature likely to be encountered, it will not need to be changed with lower temperatures.

4.0 ERROR PRODUCTION BY EXTRANEOUS INTERFERENCE

A knowledge of the performance of a regenerative repeater with various types and amounts of interference added to the input signal is important. Consequently a study of such errors produced in one of these repeaters was undertaken. Two general types of extraneous interference was used in this study. The first is impulse noise, the type which is produced by telephone dials, switches, lightning surges and crosstalk from other pulse systems. The second is sinusoidal noise, the type which come from power line or carrier crosstalk. This interference may affect the regenerated output in a number of ways. It may produce a phase shift or "jitter" in the output; cause a pulse to be omitted; or cause a spurious pulse to be inserted in the signal code. The phase jitter will be largely removed by timing regeneration in subsequent repeaters, but omission and most insertion errors will be carried through the remaining repeaters, causing distortion in the decoded signal.
Fig. 6 — Effect of changing the length of 19 gauge line with fixed equalization.

4.1 Description of Error Detecting and Counting Circuit

An error detecting and counting circuit was built to count insertion and omission errors. This circuit (block diagram, Fig. 7) is a coincidence detector in which each pulse or space of the repeater input signal is compared to its corresponding regenerated output. As long as the two sources are the same, i.e., having corresponding pulses or spaces, there is no output from the detector. If the two differ the detector produces an output pulse which may be caused to actuate the counting circuit. The code generator as has already been described produces a number of different types of signal codes.

The output of the code generator is transmitted over 0.56 miles of equalized 32 gauge cable to the regenerative repeater under test. Interference is introduced at the repeater input when desired. A portion of the code generator output is differentiated and passed over a delay cable whose delay is substantially that of the section of 32 gauge line over which the signal is transmitted. This delayed signal is regenerated without error by the single shot blocking oscillator A. The width of the blocking oscillator pulses are adjusted to be about half of the total timing interval. The width of the pulses from the regenerative repeater
are likewise widened to a corresponding width by blocking oscillator B. Unfortunately a variable phase shift is introduced in the repeater output by interference and by variations in the timing wave amplitude and phase. This variable phase shift prevents perfect coincidence between the outputs of blocking oscillators A and B. An example of phase "jitter" caused by interference is shown on Plate V(a). To overcome this a sharp sampling pip, as shown on the same plate, is provided to enable the detection of the narrow region of coincidence between the two signals. These pips are generated from the repeater timing wave, hence they follow the timing wave phase variations. The regenerated signal pulses also follow the timing wave phase. If the sampling pulse is positioned to fall in the center of the regenerated pulses, it will tend to maintain that position as the timing wave changes.

The gates require a signal pulse and sampling pip to be present simultaneously before there can be an output. This output, then, will have substantially the same shape and position as the sampling pip. When a signal pulse is simultaneously applied to each gate the two outputs can be made to cancel when added in opposite phase as is done in Tr. If however there is a pulse on one gate and a blank on the other, an output pulse will be produced. The polarity of this pulse will depend upon which gate contains the signal pulse. Since the decade counter is

---

Fig. 7 — Block diagram of error detecting circuit.
triggered by pulses of one polarity, the reversing switch permits the independent measuring of different types of errors. The counter used in this study has 9 decades capable of counting and recording \((10^9 - 1)\) errors at \(10^6\) counts per second.

4.2 Discussion of Impulse Noise Generator

A study of the noise in cable pairs leading from a central office indicates that impulse noise will cause much of the expected interference on pulse systems. In order to simulate the effect of this type of interference, a generator was built which produces uniformly shaped pulses over a wide range of rates. The polarity of these pulses can be reversed and their amplitude varied continuously from zero to a value exceeding the peaks of the signal pulses. These impulses were introduced into the center of a transmission cable through a high impedance. Plate V(b) shows photographs comparing the impulse with a signal pulse. The repetition rate for the impulse interference used in this investigation was \(10^4/\text{sec}\), which is low compared to the nominal pulse repetition rate of the signal \((6.72 \times 10^5/\text{sec})\). With the relatively large separation between interfering impulses, there is no measurable interaction between errors produced in the repeater. At the same time the impulse rate is high enough to get an excellent statistical distribution in the 10 second interval used in these measurements.
4.3 Production of Impulse Errors—Nomenclature and Discussion

To expedite the discussion of impulse errors, the following system of nomenclature is used. Any impulse having the same polarity as the signal pulse is designated as “plus.” Those having the opposite polarity are “minus.” Two types of errors are produced. First, a spurious pulse may be added to the regenerated signal; this is called an “insertion” error. Second, a signal pulse may be removed, which is called an “omission” error. A “plus insertion” error is a spurious pulse introduced by an impulse having the same polarity as the signal. A “plus omission” error on the other hand is pulse omitted because of a pulse of same polarity as the signal. A “minus omission” error is a pulse omitted because of an impulse having a polarity opposite to that of the signal.

A positive pulse, if large enough, can produce a spurious pulse at any instant of time not already occupied by a pulse. The only requirement for the production of such a pulse is that the sum of the impulse and timing wave exceed the trigger level.* On the other hand, a negative impulse cannot produce a spurious pulse but can only cause a signal pulse to be omitted. If a pulse is to be omitted the sum of its amplitude, the timing wave and the impulse must not exceed the trigger level. It would be expected that the number of plus insertion errors will exceed the minus omission errors. This follows from the fact that a spurious pulse may be produced at any point not already occupied by a pulse. On the other hand if a signal pulse is to be omitted the negative impulse must occur in the time interval occupied by the signal pulse. A positive impulse is indirectly responsible for the positive omission error. When a spurious pulse is produced a short interval of time ahead of a signal pulse, the latter may be removed by the inhibiting reaction of the spurious pulse. There is no apparent way in which a minus insertion error can be produced. This is confirmed by the fact that no error of this type was observed in this investigation. Thus we have three types of errors produced: plus insertion, minus omission and plus omission.

4.4 Results of Impulse Interference Measurements

Preliminary measurements of errors as functions of impulse amplitude were made using random code. These measured values, shown on Fig. 8 exhibit many of the expected characteristics. For example the insertion errors are more numerous than the omission and the threshold of the plus omission errors is considerably higher than those of the other two.

* The trigger level is normally considered to be the negative dc bias applied to the emitter of the blocking oscillator. There are however other components of the bias that will be discussed later.
On the other hand there are some deviations from the simple theory of a perfect regenerator such as the low common threshold value of the plus insertion and minus omission errors. Some of the differences can be attributed to the extremely sensitive method of measuring errors. Here the maladjustments of timing tank circuit, quantized feedback amplitude as well as other factors which cannot be readily detected by other means are reflected as sources of error. However with care these errors can be made small and the measured values should follow the theoretical values reasonably well.

Most variations from theoretical values are due to changes in the effective bias caused by intersymbol crosstalk. This can be demonstrated by measurements made using set codes. In all these codes the number of pulses equaled the number of blanks but combinations varied from one to another. On Fig. 9 the omission errors are plotted for a fixed impulse amplitude as a function of the number of pulses which
are followed by a space in the particular code. The codes used for various points on the abscissa are shown on the graph. The omission error curves plotted in this manner are linear. These data demonstrate that the presence of a pulse modifies the trigger level in the next timing interval. This is largely due to the negative excursion of the damped cosine voltage from base to ground in the blocking oscillator. On Fig. 10(a) is shown the circuit of the single shot blocking oscillator used in the repeater. With no timing an incoming signal must overcome bias $V_{dc}$ to trigger the repeater. The solid curve on Fig. 10(b) shows the dc bias with the timing wave added at the blocking oscillator emitter. Fig. 10(c) shows the base voltage when a pulse is produced in the first timing interval. The pulse begins at $t_0$ and ends at $t_1$. As previously mentioned the sudden rise of the base and collector impedance coupled with the fall of the current in the transformer windings, produces an inductive voltage surge across transformer $T_3$ at $t_1$. The decay of this voltage surge can be controlled by the inductance of the transformer and the damping resistor $R_b$. This positive decay voltage across the base will inhibit the blocking oscillator from triggering. It is essential that this decay be adjusted so it will inhibit triggering until the following time slot. If
the decay transient is a damped oscillation and the base voltage passes through zero at the next normal triggering time, sufficient damping must be provided so the negative excursion is negligible. The dashed line shows how the effective bias at the emitter is modified by this voltage across the base.

Fig. 11 shows the measured values of plus insertion and minus omission errors for two set codes. These are plotted as functions of impulse amplitude. The first code has alternate pulses and blanks while the second consists of pairs of pulses separated by pairs of blanks. With these two curves the error threshold values may be determined from

---

Fig. 10 — (a) Circuit diagram of blocking oscillator showing various components of the effective bias. (b) The effective bias as a function of time. (c) Inhibiting voltage $V_b$ produced by a regenerated pulse.
the points of discontinuity. Fig. 12 illustrates these various error thresholds with reference to a signal pulse. Theoretical curves were plotted using these values and the observed values of timing and signal amplitudes as shown on Fig. 11. It can be seen that very good agreement exists between the measured and computed values.

The separate lower thresholds for insertion and omission errors may
be explained from Fig. 10(b). These are caused by the phase shift introduced by the inhibiting voltage to the effective bias compared to that of the timing wave. The omission thresholds are determined chiefly by the maximum signal amplitude. On the other hand the insertion thresholds are determined by the point of maximum trigger bias. There exists then two separate threshold values for a timing interval which follows a regenerated pulse. These values can be measured from points “a” and “b” on Fig. 10(b).

4.5 Result of Sinusoidal Interference Measurements

On Fig. 13 are shown the errors produced by sinusoidal interference. Here a 110-kc sine wave is added to the signal and the various types
of errors counted. Random code was used in this case and the repeater bias was adjusted to provide equal omission and insertion thresholds. The threshold for this particular case occurred when the peak to peak sinusoidal interference was 63 per cent of the signal amplitude. This is lower than the theoretical maximum which with a constant bias centered at the half amplitude point, would be 100 per cent of the peak to peak signal amplitude. For the bias conditions illustrated on Fig. 12, this percentage would be 86 per cent for the positive insertion threshold and 88 per cent for the minus omission. This becomes apparent when the negative and positive excursions of the interfering sine wave are considered as minus and positive impulses respectively. The remaining loss in the interference margins can easily be due to maladjustments of timing, quantized feedback or inhibiting.

When the frequency of the sinusoidal interference is varied, the number of errors for a constant interference voltage at the blocking oscillator emitter does not change appreciably. However, the input transformer and condenser coupling introduce a substantial frequency characteristic. This reduces considerably the errors caused by power line crosstalk. One of the striking things about the sinusoidal interference errors is the rate at which they increase above the threshold. For example, a change of 1 per cent of the interference amplitude can triple or quadruple the total number of errors.

5.0 SUMMARY

New techniques and devices now make it possible to build practical regenerative repeaters for use in digital transmission. Such a repeater which is suitable for a 12-channel, 7-digit PCM system, is discussed. Simple, inexpensive devices are used to eliminate the effects of distortion due to low frequency cutoff and to provide self timing for the circuit. Experimental evidence is presented which shows the repeater to function as expected.
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Transistor Pulse Regenerative Amplifiers

By F. H. TENDICK, JR.

(Manuscript received April 5, 1956)

A pulse regenerative amplifier is a bistate circuit which introduces gain and pulse reshaping in a pulse transmission or digital data processing system. Frequently it is used also to retimne the pulses which constitute the flow of information in such systems. The small size, reliability, and low power consumption of the transistor have led naturally to the use of the transistor as the active element in the amplifier. It is the purpose of this paper to describe some of the techniques that are pertinent to the design of synchronized regenerative amplifiers operating at a pulse repetition rate of the order of one megacycle per second. An illustrative design of an amplifier for use in a specific digital computer is presented.

1. INTRODUCTION

A basic building block of many modern digital data processing or transmission systems is a pulse regenerative amplifier. The particular high speed transistor regenerative amplifiers to be discussed in this paper are intended for use in systems where the logic operations on the digit pulses are performed by passive circuits and the amplifiers are inserted at appropriate intervals to amplify, reshape, and retimne the pulses. The design of these amplifiers for any specified system involves a knowledge of the environment of the amplifier in the system, a study of possible functional circuits which are combined to form an amplifier circuit, and the selection of a combination of these functional circuits to achieve the desired amplifier performance. Although a study of the functional circuits constitutes the major portion of this paper, the design of an amplifier for a particular digital computer is presented to illustrate the general design procedure.

One important way in which these amplifiers differ from many pulse amplifiers is that they must function properly under adverse conditions. That is, instead of merely expecting superior performance most of the
time under relatively special operating conditions, consistently good performance is demanded at all times, even with wide variations of circuit parameters and operating conditions (as, for example, a twenty-to-one variation in the required output current). Therefore, various circuit possibilities will be examined from the standpoint of reliable performance.

When the switching and mathematical operations of a digital data processing system are accomplished by a network of passive logic circuits with amplifiers interspersed to overcome circuit losses, the environment of an amplifier is generally as indicated in Fig. 1. The signal information that passes from one logic network to another is represented in a code by a group of discrete pulses. Due to the nature of this digital information, utmost reliability of each amplifier is an important requirement that greatly influences the amplifier design. Since the position of a pulse in time or place determines its significance to the system, it is necessary that each pulse be identically amplified and that noise or extraneous disturbances do not cause false output pulses from an amplifier. The effect of an error or a failure in operation is different for different systems and in a given system depends upon the time or place of the failure. In some computers a single mistake will invalidate an entire computation cycle, while a permanent failure of even a single amplifier will cause complete system failure in almost any digital machine. Experience with the type of amplifier under discussion indicates that failure rates of less than a tenth of one percent per thousand hours are attainable.
This goal of reliable circuit operation can be realized if the amplifiers have:

a. Simple circuitry with a minimum number of parts.
b. The ability to operate with wide variations of signal level.
c. Ample margins against crosstalk and noise.
d. Low sensitiveness to changes in component values.
e. Low power dissipation to realize long component life.
f. Sufficient gain margins with system variations.

Although these features are desirable in any circuit, they are often subordinated in order to obtain special performance, usually at the expense of reliability. In the amplifiers under discussion these features represent the primary design goal.

As is so often true, some compromises usually must be made to obtain a suitable balance of these features in a particular design. It is sometimes possible to accept an increase in power consumption for other desired performance. However, because of the large number of amplifiers employed, low power operation is desirable in order to reduce the physical size and weight of a system. In this paper considerable emphasis is placed on efficient low power circuits which do not require critical components.

A convenient way to study regenerative amplifiers is to consider an amplifier as a small system. The following functional breakdown has been found useful:

a. Transistor properties.
b. Feedback circuits.
c. Input trigger circuits.
d. Output coupling circuits.
e. Synchronizing circuits.

The block diagram of an amplifier then might take the form shown in

Fig. 2 — Regenerative amplifier block diagram.
Fig. 2. In the following sections the relation between each of the above functional features and amplifier performance is discussed, various circuit configurations to achieve each function are investigated, and the interactions between the functional circuits are examined. The design of any particular amplifier then consists of a suitable selection of a transistor and functional circuits to achieve the desired amplifier performance.

2. TRANSISTOR PROPERTIES

In a regenerative amplifier the transistor operates as a switch with power gain. The "on" and "off" state usually are characterized, respectively, by high and low collector current levels, and changes of state are initiated by applied control signals. The performance items of interest are the power dissipation in the two states, the speed with which the transistor changes state, the amount of power gain available, and the attainable margins against false operation. The transistor parameters related to these items, as discussed below, are listed in Table I with typical values for several classes of transistors. Desirable and satisfactory values have been indicated in italics.

The power dissipated in a transistor in the "off" state is proportional to $I_{eo}$, the collector current with the emitter open circuited, and to the collector supply voltage. This is wasted power and, since the minimum collector supply voltage usually is dictated by other considerations, a low $I_{eo}$ current is desirable to reduce standby power. Point contact units are relatively poor in this respect. In junction units the $I_{eo}$ power is almost negligible compared to other circuit standby power.

The power dissipated in a transistor in the "on" state is proportional to the saturation voltage between the collector and the common terminal.

<table>
<thead>
<tr>
<th>Table I — TRANSISTOR SWITCHING PROPERTIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switching Features</td>
</tr>
<tr>
<td>$I_{eo}$ at $V_e = 10$</td>
</tr>
<tr>
<td>Collector to emitter saturation voltage at $I_e = 10$ mA</td>
</tr>
<tr>
<td>$f_a$ cut-off</td>
</tr>
<tr>
<td>Base resistance</td>
</tr>
<tr>
<td>Collector capacitance at $V_e = 10$</td>
</tr>
<tr>
<td>Collector breakdown voltage</td>
</tr>
<tr>
<td>Punch through voltage</td>
</tr>
<tr>
<td>Emitter breakdown voltage</td>
</tr>
<tr>
<td>Ratio of alpha at $I_e = 10$ $\mu$A to alpha at $I_e = 1$ mA</td>
</tr>
</tbody>
</table>
Again, this represents wasted power, but also important is the fact that it places an upper limit on the output power available from the transistor. Hence, it is desirable to have as low a saturation voltage as possible. Alloy junction transistors are especially good in this respect.

The speed with which a transistor changes state is principally a function of the alpha cut-off frequency (which should be high), base resistance, and collector capacitance (both of which should be low).\(^3\)\(^4\) Both the rise and fall times of the transistor response are greatly influenced by the associated circuitry; generally a blocking oscillator circuit yields the fastest response.

The amount of effective power gain available from a regenerative amplifier is influenced by two transistor properties. One property is the breakdown voltage, which may be the collector to base breakdown voltage or the collector to emitter punch through voltage (whichever is lower). This limits the output power by limiting the collector supply voltage. The other factor is the variation of alpha with emitter current, especially at low emitter currents. The minimum average emitter current required to initiate self-sustaining positive feedback determines the minimum input power. Point contact units are especially good in this respect in that alpha may approach ten at emitter currents as low as five microamperes. Junction units are poor since alpha generally decreases rapidly at emitter currents below one hundred microamperes.

Even though the attainable margins against false operation are largely a matter of circuit design, two transistor properties occasionally become important. In point contact units trouble with lock up in the "on" state may occur due to internal base resistance. Although this property of base resistance is exploited in negative resistance feedback circuits, it is undesirable in circuits where the feedback is obtained by external coupling. In grown junction units the emitter to base reverse breakdown voltage may limit the voltage margin against false triggering caused by noise or crosstalk. Normally it is desirable to have a one or two volt margin.

From the above discussion it can be seen that no one type of transistor is outstanding in all features. The choice of which unit to use in a specific amplifier depends upon the repetition rate, gain, and power requirements desired of the amplifier. Although the point contact type has the best overall performance of the types shown in Table I, it is quite possible that new types (such as PNIP or diffused triodes\(^15\)) and improved designs of the present types will change the picture.

3. FEEDBACK CIRCUITS

The use of positive feedback in an amplifier results in high gain and short rise time. If the input circuit is isolated from the feedback loop by
a diode or large resistor, these effects are enhanced and the shape, duration, and amplitude of the output signal become independent of the input signal. These results are possible because once the circuit has been triggered and the feedback loop gain is greater than unity, the response proceeds independently of input conditions and is determined solely by the transistor and circuit parameters.

By definition a regenerative amplifier must have positive feedback sufficient to cause instability during the transition period between the “off” and “on” states. When investigating various circuits, it is necessary to eliminate circuits which are never unstable when a pulse is applied to the input circuit. If the circuit is unstable under either of the conditions shown in Fig. 3, sufficient instability is possible. However, if the circuit is stable, linear, and either the small signal open circuit voltage gain or the short circuit current gain is less than unity or negative at all frequencies, it is impossible to have instability. These latter conditions for instability often can be easily checked by inspection without tedious computation or experimentation.

This use of positive feedback requires that attention be given to its control. To be useful, the amplifier must be stable in one state and at least quasi-stable in the other state. The change from instability in the transition period to stability in the end states is accomplished by a nonlinear change in the gain or impedance of some element in the feedback loop. Usually the “off” state is made stable by causing the voltage and current conditions in the input circuit to reverse bias the transistor input. The “on” state may be made stable (or quasi-stable when there are reactive coupling elements in the loop) in several ways. For example, the transistor may be permitted to saturate when the desired pulse voltage is reached; a “catching” diode may be used to clip the pulse voltage at an appropriate level; or a current switch may be used to

(a) OPEN-CIRCUIT LOOP VOLTAGE
(b) SHORT-CIRCUIT LOOP CURRENT

Fig. 3 — A check for instability.
introduce an impedance in the feedback loop at a predetermined current level.

The degree of stability of the amplifier in the "on" state may be thought of as the amount of power required to initiate the transition to the "off" state. During the early portion of the output pulse duration the degree of stability should be large, but near the end of the pulse duration it should be relatively small to make turn-off easier. Also, the degree of stability should not change over the range of output loading expected for the amplifier and should be effected without excessive wastage of pulse or supply power. These conditions are difficult to fulfill when the range of output load current may be as large as 20 to 1.

Three methods of obtaining positive feedback in transistor circuits will now be considered: (a) negative resistance feedback; (b) capacitor coupled feedback; and (c) transformer coupled feedback. Of these, transformer coupled feedback appears to be the best for most applications. It will be assumed that the type of feedback under discussion is the dominant or only type present; circuits employing more than one feedback mechanism generally violate the premise of simple circuitry and will not be discussed.

3.1 Negative Resistance Feedback

With the advent of point contact transistors a novel form of negative resistance was offered to circuit designers for use in positive feedback applications. This negative resistance property occurs when the current gain of a transistor is greater than unity and the emitter and base small signal currents are in phase.* At first sight this property appears to lead to attractively simple regenerative amplifiers. However, as systems become more complex and, consequently, amplifier requirements more severe, the original simplicity often is lost due to the additional circuitry required to control the negative resistance. An example, shown in Fig. 4, is similar to a regenerative amplifier described by J. H. Felker. The functional circuits are indicated by dashed outlines.

This amplifier operates at a one megacycle pulse repetition rate with one-half microsecond, three volt pulses. It is capable of driving from one to six similar amplifiers. The output pulse rise time is 0.05 microsecond, the average dc standby power is 33 milliwatts, only a few components operate at as much as half of maximum ratings, and the supply voltage margins† are greater than ±15 per cent. Seven hundred of these amplifiers

---

* Although point contact transistors are noted for this property, certain types of junction transistors also exhibit it. For example, see Reference 7.
† Supply voltage margins, the amount by which the supply voltage may be
fiers operated in a system for over 17,000 hours with a failure rate of slightly less than 0.07 per cent per thousand hours.

These features, however, are obtained at the expense of relative complex circuitry. This negative resistance type of high speed regenerative amplifier has the following inherent limitations.

1. The degree of stability in the "on" state depends critically on the collector current. In the example a dummy load must be strapped in when the amplifier drives less than four logic circuits.

2. A steering diode (D3) and a timing circuit diode (D1) have critical reverse recovery time specifications.*

3. The requirements on transistor parameters (primarily the dynamic alpha versus emitter current and base resistance characteristics) are relatively critical.

4. A relatively large amount of synchronizing power is required.

5. With transformer output coupling (as discussed in Section 5.1) a large amount of the total standby power is absorbed by a circuit required to protect the transistor in case the timing voltage fails (In the example 21 milliwatts, or 64 per cent of the standby power, is absorbed by R3.)

---

Fig. 4 — Negative resistance feedback amplifier.

varied without causing an operational failure, are an indication of the sensitivity of the amplifier to changes in component values.

* At lower pulse repetition rates this property may not be critical.
The use of an inductor, instead of a resistance, in the base lead does not appear to mitigate the limitations.

3.2 Capacitor Coupled Feedback

A second method of obtaining positive feedback is by external coupling through a capacitor or capacitor-resistor network. This method is seldom used for the principal feedback for reasons to be mentioned. Occasionally, in conjunction with some other type of feedback, it may be used to provide additional feedback during the rise time of an amplifier.

Since the voltage and current gain of a capacitor can not exceed unity, the open circuit voltage gain and the short circuit current gain of the rest of the loop (Fig. 3) must be greater than unity for instability. This criterion indicates that capacitor feedback is limited to point contact, or other transistors with an alpha greater than unity, or to a junction transistor in the common emitter configuration.*

A circuit with capacitor feedback around a short-circuit stable point contact transistor might take the form shown in Fig. 5. Although this type of circuit has the merit of simplicity, it has the following limitations:

1. The initial feedback current is highly dependent upon the incremental output load impedance. This may result in a failure to trigger when the load approximates a short circuit, as in the case of diode gates or a large stray capacitance.

2. The degree of stability in the "on" state is critically dependent on the load current and the collector supply voltage. Variations in either may cause a foreshortened output pulse or require an excessive timing signal current for turn-off.

* An inverting transformer is necessary with the junction transistor.
3. The necessity of a feedback circuit time constant equal to or shorter than the output pulse length results in a relatively low output power efficiency.

Due to the above considerations, capacitor feedback appears to be the least attractive type of feedback.

3.3 Transformer Coupled Feedback

A transformer appears to be the most convenient and versatile component for feedback coupling in a regenerative amplifier. The pertinent features* of a transformer are:

1. Current or voltage gain (impedance matching.) This feature permits full use of the power gain of the transistor, even if such gain be in the form of voltage or current gain only.

2. Bias isolation between circuit parts and the possibility of supplying dc voltage bias without the use of additional elements.

3. Phase inversion, if desired.

All of these features, conveniently combined in a transformer, provide great design freedom to meet specified circuit objectives. Since positive feedback is possible with any type of transistor (with power gain, of course), the choices of transistor and connection are determined by other circuit requirements.

The use of transformer coupled feedback yields the familiar blocking oscillator circuit. An important feature of this circuit is the fast rise time that is obtainable. Linvill and Mattson\textsuperscript{4} have shown that a junction transistor with an alpha cutoff frequency of two megacycles may exhibit a rise time of 0.1 microsecond in an unloaded blocking oscillator with collector to emitter coupling, Fig. 6 (a). It can be shown that the same response may be expected with collector to base or base to emitter coupling, provided that the transformer turns ratio is modified, Figs. 6 (b) and 6 (c). When the circuit is providing useful output power into a load, a slightly different turns ratio would be used for optimum rise time, which may be appreciably slower than in the unloaded case. However, it should be noted that the foregoing gives no information about the initial response of the circuit from the time that the input trigger is applied until the output reaches ten per cent of its final value. In some instances this initial time, which is a complicated function of the transistor non-linearities, may be comparable to the output rise time.

In a blocking oscillator circuit with a fixed output load, the degree of stability in the "on" state decreases with time. The reason is that the

\* The operation of a transformer over the non-linear portion of its magnetization characteristic is outside the scope of this paper.
voltage across the coupling transformer, which is approximately constant during the pulse duration, causes an increasing magnetizing current to be subtracted from the initial feedback. When the feedback current can no longer support the required output current, the circuit turns off. In a synchronized amplifier the value of the feedback transformer mutual inductance may be specified to give the desired degree of stability at the end of the predetermined pulse length. Thus, the least stable condition occurs at the end of the pulse duration and is under the circuit designer's control. At other times during the pulse duration the circuit is more stable, which reduces the possibility of premature turn-off.

Other considerations, such as stability variations with output current, power dissipation, and output voltage regulation, depend upon whether the output load is in series or in shunt with the feedback loop. Therefore, these considerations are discussed in connection with output coupling in

\begin{align*}
L_e &= \text{leakage inductance of transformer} \\
n &= \text{turns ratio for common emitter connection} \\
\alpha_0 &= \text{low frequency value of common base short circuit current gain} \\
\omega_c &= \text{cutoff radian frequency of } \alpha
\end{align*}

Fig. 6 — Transformer coupled blocking oscillator circuits.
Section 5.2. For constant voltage, variable current loads, transformer coupled feedback with the output load in series with the feedback loop results in low power dissipation, relatively small degree of stability variations versus output current variations, and non-critical components. The possible limitations are that transformers generally are more expensive than other passive components and are not as readily available in a variety of stock values.

4. INPUT TRIGGER CIRCUITS

The primary function of the input trigger circuit is to initiate the transition from the "off" to the "on" state when there is an input signal. At all other times the input circuit must provide a threshold or margin against false triggering due to noise or spurious disturbances.

Although the input circuit must supply sufficient energy to establish regeneration, it is unnecessary and undesirable that any additional energy be supplied. To do so reduces the gain of the amplifier, since gain may be defined as the ratio of the output power to the input power during one cycle of operation. Because regeneration makes the input and output power independent of each other, any reduction in input power results in greater amplifier gain.

In an amplifier with external feedback coupling it is possible, but not always practical, to have the input circuit trigger the transistor at the collector, base, or emitter terminal. The collector terminal seldom is selected because then the input circuit must supply energy to the output load as well as to the transistor. Also, the base is usually not used (except occasionally with negative resistance feedback) because extra components are required to steer the triggering energy into the transistor and it is difficult to apply a timing signal. However, the following discussion and the dc input characteristic of Fig. 7 (a) are equally valid for triggering at the base or emitter terminal of junction or point contact transistors which are short-circuit stable.

One of the simplest types of triggering circuits is shown in Fig. 7 (b). The voltage and current increments assumed necessary to initiate regeneration are designated $V_t$ and $I_t$. Therefore, the required input signal voltage $V_s$ and current $I_s$ are:

$$V_s \geq V_t + I_t R_1$$

$$I_s \geq I_t \left(1 + \frac{R_1}{R_2}\right) + \frac{V_t}{R_2} + \frac{V_1 - V_2}{R_2}$$

* Also, for junction transistors, about twice as much energy is required to trigger at the base as at the emitter.4
The purpose of diode $D_1$ is to provide a low impedance current threshold, the amount of current given by the last term of (2). This type of threshold is especially effective for preventing false operation from electrostatically induced crosstalk. Also, it allows a faster rate of discharge of stray capacity on the input terminal at the end of the input pulse period.

Although the circuit of Fig. 7 (b) is attractively simple, it is undesirably sensitive to variations in signal voltage. An increase in the input pulse voltage causes excessive triggering current and a decrease may easily result in failure to trigger. Since the circuit must be designed to operate reliably with the smallest expected input pulse, it is wasteful of input power with the average amplitude of input pulse.
The single terminal AND-type circuit\textsuperscript{9,10} Fig. 7 (c) has the desirable characteristics of the previous circuit, and is relatively insensitive to input signal variations. In this circuit the input pulse switches the current through R3 into the transistor input and then encounters the relatively high resistance R2, as compared to the parallel resistance of R2 and R1 in Fig. 7 (b). The blocking action of D2 thus reduces variations in the input signal current. However, R2, R3, $V_3$ and $V_2$ cannot be increased without limit to reduce the variations; the dc power dissipated in R2 and R3 would become excessive.

Another advantage of the AND-type circuit is that several inputs may be paralleled with a common R3 to provide an AND logic function as well as an input trigger function. This feature, when desired, saves components and does not reduce the gain of the amplifier.

When both the input circuit and the feedback circuit terminate at the same transistor input terminal, as is usually the case, some additional components are generally required to prevent one circuit from shunting the other circuit. To steer the trigger current into the transistor, a diode may be placed in the feedback path so that the diode is reverse biased except when there is feedback current. Similarly, a diode or a resistor may be placed in the input circuit so as to prevent the feedback current from flowing into the input circuit.\footnote{This precaution is not necessary if the transistor input exhibits appreciable negative resistance.}

Although the discussion has assumed positive polarity input pulses, the remarks apply equally well to negative pulses if the polarity of the diodes and the supply voltages are reversed.

It is recognized that the preceding remarks assume that the minimum triggering energy is known and that a step function of current or voltage is the optimum form of the triggering energy. Actually, until a study is made of the circuit and transistor parameters (including the non-linear aspects) that affect the initial triggering before the feedback is established, the design of an optimum input trigger circuit will remain an experimental art. Experience with the AND-type input circuit has indicated that appreciably more current is required to trigger junction units than point contact units.

5. OUTPUT COUPLING CIRCUITS

In addition to the obvious function of efficient power transfer from the amplifier to a load, the output coupling circuit is a convenient point at which to perform other functions, as for example, dc level restoration.
and pulse inversion. In a system of logic circuits interspersed with amplifiers at regular intervals, it is apparent that the dc level at similar points, such as the outputs of the amplifiers, must be identical if the amplifiers are to be interchangeable. Without some circuit or element to restore the dc level, the levels along the transmission path will monotonically decrease* due to the dc voltage loss through the logic circuits and across the transistor in the amplifier. The output circuit is one point where restoration of the dc level may be readily combined with other functions.†

In the following two sections three methods of output coupling are discussed and the interaction between the output and feedback circuits is considered.

5.1 Output Coupling Elements

Three types of coupling circuits are RC, transformer, and diode coupling. Each of these methods permits the dc level of the signal pulses to be corrected to a predetermined level. However, the restoration,‡ efficiency, and versatility characteristics of each circuit are quite different.

Although RC coupling is common in linear amplifiers, it is seldom used in transistor pulse amplifiers that operate at duty cycles near 50 per cent. The reason is that the time constants encountered do not permit both proper restoration of the capacitor and high efficiency of the output circuit. As indicated in Fig. 8 (a), the transistor is a low impedance in
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(a) RC COUPLING

(b) TRANSFORMER COUPLING

Fig. 8 — Reactive output coupling circuits.

* Decrease for positive pulses; increase for negative pulses.
† An exception, to be discussed, is diode output coupling where it is occasionally more convenient to correct the dc level in the input of the logic circuits or the amplifier.
‡ This refers to restoration of a reactive element (i.e., the return to a quiescent state) and is not to be confused with restoration of the dc level of a circuit.
the "on" state and a high impedance in the "off" state. Since C must be relatively large to make the voltage drop across it small during the pulse duration, R3 must be equal to or smaller than R1 for satisfactory restoration (50% duty cycle assumed). But then the current transmission efficiency of the coupling network is less than 50 per cent because generally R1 is smaller than the input resistance of the driven circuits during the pulse duration. Unless the pulse length is only a small fraction of the pulse repetition period, it is seldom possible to effect a suitable compromise. Also, it might be noted that variations of $I_{co}$ current, which flows through R3, cause variations in the output pulse amplitude. Finally it is not possible to obtain pulse inversion.

A transformer coupled circuit, Fig. 8 (b), works efficiently with a transistor. Diode D2 isolates the transformer from the load and interlead stray capacitance during the interdigit period* so that the restoration time of the transformer is controlled by the value of R3. The restoration time is approximately proportional to the mutual inductance divided by the total shunting resistance. Diode D1 prevents R3 from shunting down the output during the pulse duration, thus permitting high output efficiency and proper restoration.†

As noted in Section 2, the maximum output power from the transistor is determined by the maximum collector voltage (as set by breakdown or punch-through) and the maximum collector current consistent with the permissible dissipation in the transistor. Usually this maximum voltage exceeds the desired amplifier output voltage and, occasionally, the maximum collector current is insufficient; in such instances a voltage step down is desirable. When the transistor is not required to operate at maximum power dissipation, it often is advantageous to balance the "off" and "on" power dissipation. An increase in the collector supply voltage increases the "off" power and decreases the "on" power (by decreasing the required collector current for the same output power). Thus the collector voltage may be adjusted to give the lowest total power dissipation consistent with the average duty cycle of the amplifier. The transformer turns ratio is specified to match the optimum collector voltage to the desired output voltage. Furthermore, $I_{co}$ variations have negligible effect on the output voltage amplitude and pulse inversion (if desired, for example, for inhibition) is possible. For these reasons transformer coupling appears to give optimum output coupling performance.

* The minimum time interval between the end of one pulse and the beginning of a succeeding pulse; for a 50 per cent duty cycle the interdigit period is equal to the pulse duration.

† Occasionally it is possible to specify the collector impedance, the transformer losses, and the reverse impedance of D2 so that D1 and R3 are not necessary.
A third method of coupling, which is attractive for systems using only AND- and OR-type logic, utilizes the reverse characteristic of a breakdown diode, Fig. 9 (a). The interesting feature of this diode is the sharp transition between the high and low incremental resistance regions of the reverse characteristic. With this diode it is possible to shift dc levels by an amount equal to the reverse breakdown voltage of the diode, as indicated in Fig. 9 (b). In the quiescent state D2 operates in the breakdown region and D1 serves to clamp the collector voltage at $-V_3$; during the pulse duration D2 operates in the high resistance portion of its reverse characteristic. If the driven circuit has a voltage threshold, like the transistor threshold in Fig. 7 (a), less than $-V_3 + V_B + V_s$ and $V_s < |V_B|$, the circuit operates like a normal AND-type circuit except for the dc level change. For this reason it is convenient with AND-OR logic circuits to include only D1 and R2 in the output circuit of the amplifier and use D2 and R1 as the AND input elements in the logic circuits.

The principal advantages of diode coupling are simplicity and the lack of an energy storage element. The limitations are that there is no opportunity to match transistor and output conditions, variations in...
diode breakdown voltage reduce amplifier margins, and pulse inversion is not possible. For these reasons diode coupling has limited utility, but is attractive for some applications.

5.2 Connection of Output and Feedback Circuits

The performance of the amplifier is greatly affected by the method used to connect the output circuit and the feedback circuit together at the output of the transistor. Should these two circuits be connected in a shunt or a series fashion? Performance features, such as rise time, sufficient output voltage, degree of stability versus load current variations, and power dissipation directly depend upon this choice. With transformer output coupling, the choice always exists; with other types of output coupling the choice may or may not exist, depending upon the type of feedback coupling. The following discussion is in terms of transformer coupled output and feedback circuits and the general conclusions may be extended to other cases.

---

(a) CONNECTION OF AMPLIFIER LOAD

(b) V-I CHARACTERISTIC OF AMPLIFIER LOAD

Fig. 10 — Output load characteristic.
The principal factor that influences the choice of the output-feedback connection is the nature of the output load of the amplifier. In the majority of computer and switching systems the amplifier must drive a multiplicity of paralleled load circuits, as indicated in Fig. 10 (a). The input characteristic of each load circuit is assumed to be of the threshold type, like the AND-type input characteristic of Fig. 7 (c), which results in the amplifier load characteristic of Fig. 10 (b). During the initial portion of the rise time of the output pulse the incremental impedance is almost zero and during the remainder of the pulse duration it is relatively large. Due to the voltage threshold nature of the load, the amplifier load variations are current variations at a constant voltage. The minimum current is encountered in the system position where the amplifier drives the smallest number of logic circuits, often a single logic circuit; the maximum current is limited by the maximum output power of the amplifier. Although a desirable ratio of maximum to minimum current may be as high as 20:1, the amplifier is expected to exhibit optimum performance at any load current within this range.

The shunt connection of the output and feedback circuits is illustrated in Fig. 11.12 Windings $1:n_1$ constitute the feedback coupling and $1:n_2$ the output coupling. The two circuits shunt each other in the sense that the ratio of the feedback to the output current is determined by the ratio of the impedance of these circuits as modified by the turns ratio of the transformer.

Fig. 11 — Shunt connection of output and feedback.
There are two limitations associated with this output-feedback connection. In the first place there is the possibility of insufficient output voltage, slow rise time, or complete failure of regeneration. This is caused by the shunt effect of the output load which places an almost zero initial incremental impedance across the feedback path. In order to overcome this limitation a current switch (R5 and D6 in Fig. 11) is used to obtain a low initial feedback impedance and the output diode (D4) is reverse biased so that the initial load impedance is large. The price paid is the undesirable power dissipation in the current switch. Moreover, stray capacity across the output terminal or a load current that exceeds the design value may still result in a long rise time, low output voltage, or regeneration failure.

The series connection of the output and feedback circuits is shown in Fig. 12. In this connection the output load is in series with the feedback loop. Thus, the transistor output current, feedback current, and output load current are all proportional to each other. This situation assures regeneration regardless of output load current variations.

The regeneration cycle of the series type amplifier is as follows. In the quiescent state diode D2 is reverse biased by V1 to prevent false triggering. After the arrival of an input signal, the timing signal voltage goes positive and steers the trigger current into the transistor. No
appreciable output current flows until the voltage across transformer T1 is sufficient to forward bias diode D2. Then both the feedback and output current build up simultaneously and rapidly since the turns ratio $1:n_1$ of T1 is selected to give a feedback loop gain greater than unity. When the sum of the voltages across the primaries of the feedback and output transformers almost equals the collector supply voltage, the transistor saturates and stabilizes the feedback loop. At the end of the pulse duration the timing signal voltage goes negative and robs current from the feedback loop, thus forcing the transistor out of saturation and causing the amplifier to turn off.

Because the feedback current is proportional to the output current during the rise time, the amplifier can deliver any value of load current up to the current corresponding to the maximum allowable collector current. Also, assuming that the leakage inductances of the transformers are small, a large stray capacitance across the output terminal does not appreciably degrade the rise time. Since a current switch is not necessary, the standby power dissipation in the feedback loop is negligible. These are the outstanding features of the series connection.

Two important performance considerations of the series type amplifier are the change in the degree of stability versus load current variations and the action of the amplifier when the timing signal fails. Both of these items may be controlled by the selection of suitable values for the turns ratio and the primary inductance of the feedback and output transformers.\(^*\) In order to prevent burnout of the transistor in the event that the timing signal fails, the amount of excess feedback current must decrease during the pulse duration. Due to the low impedance of the feedback loop, this condition may be approximately\(^*\) stated in terms of the primary inductances as:

\[
\left| \frac{V_1}{n_1 L_1} \right| > \left| \frac{V_2 - \frac{V_1}{n_1} - V_{sat}}{L_2} \right| \left| 1 - \frac{n_1}{\alpha} \right|
\]

where $V_{sat}$ is the collector saturation voltage and $L_1$ and $L_2$ are the primary inductances of $T_1$ and $T_2$ respectively.

The degree of stability in the series amplifier at the end of the pulse duration is proportional to the output load current. This situation may be seen more clearly if a "catching" diode (D6 in Fig. 12) is added to the

\(^*\) If the transistor is not short circuit stable, it is also usually necessary to use a small resistance in series with the emitter.

\(^*\) The principal approximation is that alpha is constant versus collector current. The value of alpha at the end of the pulse duration is a conservative value.
circuit to prevent saturation in the transistor. * Because the feedback loop gain, as determined by the alpha of the transistor and the turns ratio \( n_1 \), must be greater than unity for regeneration reasons, there will be current flow through D6 during the pulse duration. This current is proportional to the degree of stability. An increase \( \Delta i_{\text{out}} \) in the output current causes an increase of

\[
\Delta i_c = \frac{\alpha n_2 \Delta i_{\text{out}}}{n_1}
\]

in the collector current. Therefore, the current in D6 increases by an amount equal to

\[
\Delta i_{D6} = \left[ \frac{\alpha}{n_1} - 1 \right] n_2 \Delta i_{\text{out}}
\]

This variation in the degree of stability may be reduced by selecting \( \alpha/n_1 \) close to unity and reducing \( n_2 \). However, since it is desirable to have \( \alpha/n_1 \) much larger than unity for short rise time and since any reduction in \( n_2 \) increases the \( I_{\text{co}} \) standby power, † a compromise is necessary.

6. SYNCHRONIZING CIRCUITS

The majority of modern digital data processing systems employ coincidence gate circuits to perform the logical functions. In order to insure that digit pulses will coincide at the inputs to the logic circuits, it is convenient to synchronize the amplifiers. Usually a master oscillator, or "clock," produces the timing signals that are distributed to the amplifiers. The function of the synchronizing circuit in the amplifier is to turn on and to turn off the amplifier at predetermined time intervals in response to the clock signal.

In a regenerative amplifier there is always a small delay from the time triggering commences until the full output pulse is developed. Then there are variations in the transmission time to other amplifiers. For these reasons the clock signal must lag the input signal to the amplifier in order to maintain control of turn-on and to obtain a uniform pulse length from all amplifiers. Generally the time lag is one-fourth of the

* In an actual amplifier D6 is not required if the transistor saturation voltage is relatively constant versus collector current and the pulse fall time is not adversely affected by minority carrier storage in the transistor. Often the inductive "kick" of the transformers and the regenerative feedback are sufficient to make the minority carrier storage effect negligible. If D6 is used, its reverse recovery time may adversely affect the pulse fall time, thus nullifying its usefulness.

† The \( I_{\text{co}} \) standby power is proportional to \( V_2 \), which, for a given output voltage, is inversely proportional to \( n_1 \).
repetition period and, in such a case, the clock signal is made available in four phases.

Although the clock signal may have any one of a number of forms, a sine or a square wave are the most common forms. Usually a sine wave is preferred because it is simpler to distribute to a large number of amplifiers. Exceptions occur in cases where exceptionally precise timing is necessary, or the use of a square wave requires considerably less clock power. In the following discussion of where to synchronize, a square wave will do as well or better than the assumed sine wave. With either signal it is desirable to keep the clock power to a minimum.

If the synchronizing circuit is to be effective, the clock signal must be capable of accomplishing the following actions:

a. It must be able to hold the transistor in the "off" state in the presence of trigger current in order to control turn-on.

b. At the turn-on time it must rapidly inject the trigger current into the transistor.

c. At the turn-off time it must alter the conditions in the feedback loop in such a manner that the transistor turns off promptly.

In other words the synchronizing circuit must act like an inhibit logic circuit with the clock signal appearing as the inhibit signal during the interdigital period.

It is recognized that there are many amplifier configurations and several ways to synchronize each configuration. Generally it is preferable to synchronize at only one input terminal of the transistor or at only one point in the feedback circuit. A relatively complete discussion can be given with the aid of the following four examples.

A circuit that employs negative resistance feedback, such as in Fig. 4, requires a relatively large amount of clock power for synchronization. Because a capacitor (C2) is required on the emitter for regeneration, the clock signal must be applied to the base of the transistor to control turn-on accurately. As far as turn-off is concerned, another clock signal might be applied to the emitter or to the current gate in the feedback circuit. However, this would result in additional components, a second clock signal 180° out of phase with the base clock signal, and approximately the same required clock power as if the base clock signal alone were used. Turn-off at the emitter is impractical due to the negative resistance characteristic. The power that the clock signal on the base must furnish is made up of two parts. One part is the average standby power that is absorbed every time the clock voltage is positive. It is composed of the \( I_\infty \) power supplied to the transistor plus the power dissipated in R1 and R2. R2 and D2 serve to reduce the clock current in R1 and
R2, but the maximum value of R2 is limited by stray capacitance from the transistor base to ground.* The average clock standby power for this circuit (with a 10 volt peak clock voltage) is approximately 13 milliwatts. The second part of the clock power occurs at turn-off when the clock must supply approximately the full "on" state collector current. In this design the clock supplies about 20 milliamperes of current for 0.1 microsecond at voltages up to about 6 volts peak before the transistor turns off. Therefore, a negative resistance feedback circuit usually requires a relatively large amount of standby clock power continuously and a high peak clock power at turn-off. Also it should be noted that diode D1 must have a short reverse recovery time in order to prevent false triggering during the negative portion of the clock cycle.

A second example of synchronization is shown in Fig. 11. Here the clock signal is introduced in the feedback circuit to control turn-off. It is also applied to R2 in the input circuit so as to control turn-on. In this circuit most of the clock power is dissipated in R5 and R6 when the clock voltage is positive during the output pulse time slot (whether or not an output pulse is produced). Necessarily, this power is relatively large because the clock must supply the full amount of feedback current. Also, it is necessary to clip the positive peak of the clock voltage in order to prevent false triggering via R2 when there is no input pulse. A square wave clock signal would eliminate the need for R6 and D7, but would not change the power in R5. The average clock power in a typical circuit of this type is approximately 20 milliwatts, which is relatively large. The principal advantage of this method is that diode reverse recovery time is not a problem.

A third method of synchronization is to apply a square wave clock signal (a sine wave is not suitable in this case) between the base of the transistor and ground (for example, assume in Fig. 11 that R2 and R5 are returned directly to V6 and that the base of the transistor is the clock terminal instead of ground). Before turn-on the clock voltage must be more positive than the trigger voltage on the emitter. At turn-on the clock voltage drops rapidly to ground potential and triggering takes place. During the pulse duration the base current of the transistor is supplied by the clock source. At turn-off the clock voltage must rise rapidly several volts until D6 conducts and robs current from the feedback loop. The clock power required by this method is relatively large (order of 20 milliwatts) for point contact transistors because the base current of such units is large. In a junction transistor with alpha close

* The capacitance causes the base voltage to lag the clock voltage at turn-on if R2 is large, which degrades the timing.
to unity the base current is small and the required clock power may be as low as 3 milliwatts. However, it should be noted that this method of synchronization applies only to amplifiers with a gated feedback circuit (such as R5 and D6 in Fig. 11). In other circuits (Fig. 12, for example), a clock voltage applied to the base terminal of the transistor may never be able to turn off the transistor (the feedback current may actually increase instead of decrease). Thus, this method of synchronization is limited and is a low power method only when used with junction transistors.

A fourth synchronization method, which avoids the limitations cited in the previous examples, is illustrated in Fig. 12. The timing circuit is simply diode D1. The operation of the circuit, which is like an inhibit logic circuit, is as follows. When trigger current commences, the clock voltage is negative and D1 conducts the trigger current away from the emitter terminal. As the clock voltage rises positivereward, the emitter voltage follows until it reaches the threshold voltage of the transistor, usually ground potential. Then the trigger current flows into the transistor which turns on. As the clock voltage continues positivereward the emitter conduction clamps the emitter voltage so that D1 opens and the clock does not shunt the feedback path during the pulse duration. At the end of the pulse duration the clock voltage goes negativeward through ground potential and D1 becomes conducting. This action robs current from the feedback loop, thus causing the transistor to turn off. If no input pulse is present, D1 is always non-conducting and any small reverse leakage current is drained off through R1 (which is returned to voltage V1).

Because diode D1 is always non-conducting when no input pulse is present, the standby clock power is essentially zero. During a pulsing cycle the clock conducts only a small current before turn-on and only instantaneously at a low voltage at turn-off. Hence, the required clock power is usually less than two milliwatts.

It is important to note that the amplitude of the negative peak of the clock voltage usually should not be more negative than the quiescent bias voltage on the emitter. If it should be, D1 will conduct and, due to minority carrier storage, may cause false triggering when the clock voltage goes positive. The current through D1 at turn-off might have the same effect in the succeeding cycle except that the flyback voltage of the transformers during the interdigit period removes the minority carriers from both D1 and D2. Since D2 carries a larger current for a longer period than D1, the carriers are cleared from D1 first. It is then reverse-biased for almost one-half the repetition period before there is any chance
of false triggering. Hence, diode reverse recovery time is not a problem. However, D1 should have a short forward recovery time in order that turn-off will occur rapidly.

One possible limitation of this synchronization method is that a low impedance clock source is necessary. This is usually not difficult to obtain with a resonant circuit in the output of the clock signal source. Offsetting this point are the advantages of low clock power, essentially zero standby clock power, only one additional component, and no critical component tolerances.

7. ILLUSTRATIVE DESIGN

In the preceding sections the features of various configurations for the functional circuits of an amplifier have been described. The following discussion illustrates the application of these ideas to an amplifier design for use in a digital computer system. It is intended that the description of the design philosophy be sufficient to permit its application to other systems.

In the computer under consideration the amplifier is to be combined with a single level, diode logic circuit to form a logic network. The logic networks, together with delay lines, will be connected in appropriate arrays to perform the logic functions of the system, such as addition, multiplication, etc. Digital information is to be represented by one-half microsecond pulses and the amplifiers are to be synchronized at a one megacycle pulse repetition rate by a four phase sine wave master oscillator. Other system requirements are mentioned in connection with the selection of the corresponding functional circuit.

Since the amplifier is considered as a small system of functional circuits, it is necessary, as in most system designs, to re-examine, and possibly change, circuit choices as the design progresses. However, for the sake of clarity, the following discussion omits the re-examination and frequently refers to the final schematic shown in Fig. 13.

The first step in the design is to select the feedback configuration most suitable to the computer requirements. For this computer the dc and clock power are to be minimized and the amplifier should be able to drive from 1 to 12 logic networks. Miniaturization of the computer implies that there may be an appreciable amount of stray capacity across the amplifier output. These considerations suggest transformer coupled feedback connected in series with an output circuit. Since both positive and negative output pulses are to be required (one polarity for AND and OR logic and the other polarity for inhibition), transformer output coupling is indicated.
The next basic selection is the choice of an appropriate transistor. In this computer it is expected that pulses will occur in only about one third or less of the pulse time slots due to the nature of the digital information. In order to minimize the dc standby power an alloy junction transistor is a logical choice for this application because of the low $I_{co}$ current. However, even with a junction unit possessing an alpha cut-off frequency of eight megacycles, it is difficult if not impossible to obtain acceptable gain and rise time with the desired output load current at a one megacycle repetition rate. If the rise time is improved by increasing the trigger current, the gain is decreased. The principal cause of the poor “gain-bandwidth” appears to be the depletion layer capacitance. The difficulty can be overcome by selecting a point contact transistor. A particular germanium transistor coded GA-52996* appears to be suitable and has the following pertinent characteristics:

a. Collector capacitance less than 0.5 uuf.

b. Alpha cut-off frequency in excess of 80 mc.

c. Base resistance less than 100 ohms.

Since the alpha of this unit is greater than 2 at collector currents of the order of 10 ma, the common base connection will yield the greatest current gain. The disadvantage of a point contact unit, of course, is the $I_{co}$ current. For this reason the amplifier will have to be designed to use the smallest possible collector supply voltage.

The point contact transistor, due to its high cut-off frequency relative to the amplifier pulse repetition rate and its high alpha at small emitter
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Fig. 13 — Illustrative design

*This is a relatively special unit especially suited for high speed switching applications.
currents,* permits the use of a simple input circuit. The AND type input circuit is suitable and desirable for another reason. When AND type logic is added to the amplifier, it may be paralleled with the basic input circuit and the input sensitivity of the complete network will be the same as for the amplifier alone. Other logic circuits will be added to an amplifier in a manner similar to that described by Felker² so that the input sensitivity will be reduced at most by the voltage drop across one series diode (approximately 0.3 volts).

The input pulse voltage and current requirements depend upon the voltage threshold necessary to prevent false operation and the minimum trigger current for reliable regeneration. A test of several sample transistors indicates that approximately 0.3-ma emitter current is required to trigger the transistor with an estimated collector supply voltage of 10 volts. The emitter breakpoint† voltage is found to vary between −0.25 and +0.25 volts. To allow for aging variations of the transistor and of R2, it seems reasonable to use a 6-volt source and R2 equal to 9090 ohms, which results in a trigger current a little more than twice the required minimum. Previous experience with computers of this type indicates that a 2 Volt threshold will be sufficient to prevent false triggering. Thus, the secondary winding of the feedback transformer is returned to −2 volts and R1 is chosen to give a quiescent emitter voltage of −2 volts. With these considerations and an estimated voltage drop across R3, the input pulse amplitude is calculated to be 2.3 volts and 0.9 ma. Allowing 0.3 volts for a series logic diode, the minimum output voltage and current of the amplifier are 2.6 volts and 0.9 ma per driven network.

The selection of the collector supply voltage and the turns ratio of T2 depends upon the dc power dissipation due to $I_c$ current and output voltage regulation versus collector current. For this transistor a unity turns ratio appears to represent a reasonable compromise. Then, by estimating the voltage drops across T1, T2, and the transistor, it is found that a collector supply voltage of −8 volts is sufficient to produce an output pulse voltage about 0.5 volt greater than the required minimum.

The next step is the selection of the turns ratio of T1 and the primary inductances of both T1 and T2. The two considerations involved are sufficient feedback with the minimum output current (the worst case with respect to feedback) and the maximum collector dissipation in the event that the clock fails. By means of the formulas and assumptions indicated in section 5, primary inductance values of 0.4 mh for T1 and

---

* Usually $a > 4$ for $i_c = 0.5$ ma.
† The transition point of the emitter diode from cut-off to conduction.
0.2 mh for T2 together with a turns ratio of 1.4 for T1 are selected. Since the GA-52996 transistor is not quite short circuit staple, a 50-ohm resistor is added in series with the emitter. The excess emitter current at the end of the pulse duration is greater than 2 ma, thus assuring sufficient stability, and, if the clock fails, the amplifier will turn off by itself in approximately 7 μsec, at which time the instantaneous collector dissipation will be approximately 240 mw (considered to be a safe instantaneous dissipation for this transistor).

For low clock power and circuit simplicity the single diode synchronizing circuit is chosen. Although a peak clock voltage of 2 volts would normally be used (this value corresponds to the quiescent emitter bias voltage) it is found that the clock may be varied between 1 volt and 6 volts peak without a failure occurring. Therefore, the nominal clock voltage is set at a centered value of 3 volts peak. The dc level of the clock voltage is 0 volts, which approximately corresponds to the emitter break point voltage of the transistor. This concludes the basic selections in the design procedure.

The power dissipated in the amplifier is quite modest. In the quiescent state the amplifier absorbs only 0.2 mw average clock power and 30 mw dc power (this would be only 10 mw if the $I_{ce}$ power were negligible). When the amplifier is pulsing every microsecond the dc power is 50 mw and the average clock power is 2 mw. Since the amplifier is so conservative of power, it is possible to use 4,000 networks in a computer and require less than 200 watts dc power.

One indication of the component sensitivity of a pulse amplifier is the magnitude of the supply voltage margins. In this amplifier the supply voltages may be varied, one at a time, over ±12 per cent of the nominal values before a failure occurs. Generally margins of this magnitude under the worst conditions are considered sufficient to guarantee against failures caused by aging, or to insure that such failures will be indicated by routine checks before they occur. It is interesting to note that in a temperature test the amplifier continued to operate properly over a temperature range from −20 to +80°C. Even at +75°C the supply voltage margins were 10 per cent or better.

8. SUMMARY

A method of analysis and design procedure have been presented in which a transistor regenerative amplifier is considered as an interconnected system of functional circuits. Each functional circuit may be evaluated or chosen in terms of the requirements of the complete digital system in which the amplifier is to be used. In general no particular cir-
cuit or collection of circuits can result in an amplifier suitable for use in every type of digital system. The use of an AND type input circuit, transformer coupled output and feedback circuits, and an inhibit type synchronizing circuit appear to be an optimum set of functional circuits to make up an amplifier for use in a synchronous digital computer system employing passive logic circuits. An illustrative design is presented for such an amplifier which operates at a pulse repetition rate of 1 mc, uses 12 components (none of which are especially critical), requires an average of 40-mw dc power and 1-mw clock power, is capable of driving from 1 to 12 similar amplifiers, and has voltage margins in excess of 12 per cent. Although the design philosophy was developed for this type of amplifier, it is believed that much of the philosophy is applicable to regenerative amplifiers for use in other digital data processing systems.
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Observed 5–6 mm Attenuation for the Circular Electric Wave in Small and Medium-Sized Pipes

By A. P. KING

(Manuscript received March 20, 1956)

At frequencies in the 50-60 kmc region the use of circular electric wave transmission can provide lower transmission losses than the dominant mode, even in relatively small pipes.

The performance of two sizes of waveguide was investigated. In the small size (3/16" I.D. X 3/16" wall) the measured TE\textsubscript{01} attenuation was approximately 5 db/100 ft and is appreciably less than that of the dominant mode. The measured attenuation for the medium sized (3/8" I.D. X 3/8" wall) waveguide was 0.5 db/100 ft which is about one-fourth that for the dominant mode.

This paper also considers briefly some of the spurious mode conversion-reconversion effects over the transmission band and their reduction when spurious mode filters are distributed along the line. Allowance has been made for the added losses due to oxygen absorption when air is present.

INTRODUCTION

Since 5.4-mm dominant-mode rectangular waveguide has attenuations of the order of 60 db/100 ft, another transmission technique is required in applications which involve appreciable line lengths. Losses may be reduced by the use of oversize waveguide; some earlier work with dominant mode transmission in slightly oversize round waveguide (two or three propagating modes) has been reported.\textsuperscript{1} The possibility of still lower losses exists with circular electric wave transmission in an oversize round waveguide. Miller and Beck\textsuperscript{2} have computed the theoretical relative transmission losses of the TE\textsubscript{01} and TE\textsubscript{11} modes as functions of


guide size and frequency. At 5.4 mm, a $\frac{3}{4}$ in. I.D. waveguide has an appreciably lower attenuation with the circular electric mode than with the dominant mode. A $\frac{3}{8}$ in. I.D. guide has a circular electric attenuation approximately one-fourth that of the dominant mode in the same pipe.

It is the purpose of this paper to present some experimental results which have been observed with circular electric wave transmission in the 5-6 mm wavelength region. The attenuation for three different lines and the transmission variations due to moding effects are reported. Allowance for the loss due to oxygen absorption has been included.

DESCRIPTION OF THE TEST LINES

The $\text{TE}_{01}$ mode attenuation measurements were made on approximately straight runs of line ranging from about 100 to 200 feet in length. The copper pipe comprising these lines is believed to conform to the best tolerances and internal smoothness which are current manufacturing practice for waveguide tubing. The relative tolerances and their effect upon transmission are considered in a later section. Three kinds of copper line were measured: a waveguide of oxygen-free copper, one line of low phosphorous-deoxidized copper and one line of steel with a 20-mil low phosphorous-deoxidized copper inner lining. The oxygen-free high-conductivity-copper with its higher conductivity and somewhat greater ductility was chosen to provide comparative performance data with the low phosphorous-deoxidized copper which is commonly used in waveguide manufacture. A waveguide whose outer wall is constructed of steel to provide the necessary strength and wall thickness to support a very thin copper inner wall has the advantage that such waveguide requires less copper. This composite wall tubing was obtained to ascertain whether the tolerances and the nature of the inner surface would yield transmission data comparable to solid copper waveguide.

The lines were supported on brackets which were accurately aligned and spaced at 6-ft intervals. Although the brackets provided for an accurately straight line, the manufactured pipe was not perfectly straight but, in some samples, varied as much as $\frac{3}{8}$ in a 12-ft length. Installing the pipe on the brackets tended to straighten the line and reduce these variations to about half this amount. A general view of the lines is shown in the photograph of Fig. 1.

The sections of waveguide were joined together with a more or less conventional threaded coupling, but with one very important difference. The threads, which are cut at the ends of each section, are cut relative to center of the inside diameter and not the outside diameter. This is achieved by employing a precision pilot to provide a center for the cut-
Fig. 1 — General view of the circular waveguide lines and the millimeter wave measuring equipment.

ting die. Since the internal diameter is made as precise as possible, the variations of outside diameter become a function of the tolerances of both the internal diameter and wall thickness and cannot be as precise as the inside of the pipe. Any thread cut relative to the outside diameter as in regular plumbing practice, will not, in general, be concentric to the
inside wall. To avoid an offset at the joint it is therefore important that the thread be centered relative to the inside diameter. After a section was threaded the ends were faced off to make the ends square and thus avoid any tilt between sections when the ends are butted together.

Of the two sizes tested the smaller diameter ($\frac{3}{16}$" I.D. $\times \frac{3}{32}$" wall) was chosen to provide a moderate line loss, while limiting the number of propagating modes. In the band of interest (5.2-5.7 mm) the theoretical $TE_{01}$ wave attenuation is about 4 db/100 ft. The number of modes which can be supported at $\lambda = 5.2$ mm is limited to 12 modes and to only one of the circular electric modes. The higher order $TE_{cm}$ modes are beyond cut-off. These features limit the number of spurious modes and simplify the mode filtering problem. Furthermore, in this smaller sized waveguide, the associated components which may set up $TE_{cm}$ waves, for example conical tapers, need not be as long proportionately as in larger waveguides. The $\frac{3}{16}$" I.D. guide has the advantage of smaller size, lower cost and greater ease of transmitting $TE_{01}$ through specially constructed bends. The attenuation of this smaller diameter guide is large enough that system requirements will usually restrict its usage to lengths of line of a hundred feet or so.

The larger size ($\frac{3}{8}$" I.D. $\times \frac{3}{16}$" wall) is exactly twice the diameter of the small size discussed in the preceding paragraph but has only one-tenth the attenuation, or about 0.4 db/100 ft. The low loss of this larger size becomes more attractive for runs as long as several hundred feet. This diameter guide will, of course, support more modes, 50 at $\lambda = 5.2$ mm; four of which are circular electric modes — $TE_{01}$, $TE_{02}$, $TE_{03}$ and $TE_{04}$. Some of the disadvantages which accompany the increased diameter are: (1) greater care must be taken as to line straightness, (2) longer conical tapers are required when converting from one guide diameter to another, and (3) longer mode filters are required since the desired mode-filtering attenuations vary inversely with the filter diameter at a given frequency. Flexible spaced-disk lines employed as uniform bends for $TE_{01}$ transmission require much greater bending radii than bends in the smaller diameter guide if the bend loss is to be kept proportionately low. This problem is considered in some detail in another paper. With reasonable care the accumulative effect of these foregoing factors can be held to a reasonably low value. Expressed in terms of the ratio of measured to theoretical attenuation the values are, on the average, about 10 per cent higher in the $\frac{3}{8}$" I.D. waveguide than in the $\frac{3}{16}$" I.D. waveguide.

---

3 A. P. King, forthcoming paper on bends.
MEASURING PROCEDURE

With straight runs of round, TE01 waveguide lines whose length lies in the 100–200 ft range, it is convenient to make attenuation measurements on a round trip basis. This method has the advantage of convenience in that the attenuation can be measured directly by using a waveguide switch but has the disadvantage of requiring a careful impedance match of the measuring equipment to the line. Fig. 1 shows an overall view of the lines; Fig. 2 shows the arrangement of the 5–6 mm measuring set, and Fig. 3 shows a block diagram of the set-up employed.

This measuring set makes use of two klystrons developed by these laboratories. The double detection receiver features a separate beating oscillator klystron which is frequency modulated and a narrow band (1.7 mc at 60 mc) IF amplifier. The resulting IF pulses are detected with a peak detector and then amplified to provide the usual meter indication. This method with its circuitry has been developed by W. C. Jakes and D. H. Ring, and provides a greater amplitude stability than is possible with a cw beating oscillator.

In the waveguide schematic of Fig. 3 about a tenth of the power is

---

5 W. C. Jakes and D. H. Ring, unpublished work.
taken from the signal oscillator to provide monitoring and wavemeter indication. The remaining power, after suitable padding, is fed into a 3-db directional coupler or hybrid junction 2. This junction is employed as a waveguide bridge so that, when arms A and B are properly terminated, no power flows in receiving arm C. Any reflection in line A will,
however, produce a power flow in the arm C to the balanced converter of the receiver and an indication in the output meter. So far this set is similar to a setup for measuring the round trip loss in a terminated waveguide system. The impedance of the $\text{TE}_{10} \rightleftharpoons \text{TE}_{01}$ wave transducer, taper section and mode filter connected as shown in the section A–D of Fig. 3 can be matched to the rectangular waveguide at A by an appropriate adjustment of the dielectric post tuner $T_1$ whose structure is shown in Fig. 4. Under these conditions a conical taper termination placed in the round waveguide at D will again produce a balance and again no power will flow in arm C. A waveguide switch whose structure is shown in Fig. 5 is connected between the point D and the line under test. A movable short at the far end of the line completes the set-up.

With the impedances matched as described above, the only reflection which reaches the receiver will be from the far end of the line when the switch S is open or, when shorted, from the switch itself. The round-trip attenuation is the difference in attenuation measured for the two positions of the switch. By means of a movable short at the far end of the line, the line length can be varied to produce mode conversion and mode reconversion effects, and the resultant variation in $\text{TE}_{01}$ mode transmission can be observed. This phenomena is described in some detail elsewhere.\(^6\)

---

\(^6\) Reference 2, page 354, Fig. 14.


\(^8\) Reference 2, pp 356, 357.
LOSSES DUE TO OXYGEN ABSORPTION

In addition to the losses which result from imperfect conductivity, surface effects, and mode conversions, there is a very appreciable loss due to oxygen absorption when the guide is open to the atmosphere. In a waveguide the loss due to $O_2$ absorption is:

$$\frac{A}{\sqrt{1 - \nu^2}}$$

(1)

where

- $A$ is the absorption due to oxygen in the atmosphere
- $\nu = \lambda/\lambda_c$
- $\lambda$ = free space wavelength
- $\lambda_c = \frac{\pi d}{k} = \frac{\pi d}{3.83} =$ cut-off wavelength
- $d$ = internal diameter of waveguide
- $k = $ Bessel root for TE$_{01}$ mode = 3.832

The loss due to absorption of oxygen which is present in the atmosphere (at approximately sea level) was obtained from the experimental data of D. C. Hogg. The added loss produced by the presence of oxygen is graphically represented in Fig. 6. The graph shows the transmission loss in waveguides due to oxygen absorption.

**Fig. 6** — TE$_{01}$ transmission loss in waveguides due to oxygen absorption.

---

of oxygen in the waveguide in terms of (1) is plotted in Fig. 6. It will be noted that this loss becomes very appreciable at the short wavelength end of the band. At \( \lambda = 5.2 \) mm this loss is in the 0.3–0.4 \( \text{db/100 ft} \) range. For the larger size waveguide line (\( 3/8'' \) I.D.) the loss due to \( \text{O}_2 \) is approximately equal to the theoretical wall losses; for the smaller size lines this amounts to about a tenth the wall loss. At the other end of the millimeter band the \( \text{O}_2 \) losses are very small, being in the 0.02–0.03 \( \text{db/100 ft} \) range at \( \lambda = 5.7 \) mm.

The relative effects of theoretical wall and expected oxygen absorption losses are shown plotted in Fig. 7. For the two sizes of waveguide the upper dashed curve represents the combined effect of these two factors and the lower solid line curve is the theoretical attenuation of the \( \text{TE}_{01} \) mode in empty pipe. The shaded area indicates the increase which is the result of oxygen absorption.

In order to minimize the transmission losses in any practical system it becomes desirable to exclude the presence of oxygen from the line, for example, by introducing an atmosphere of dry nitrogen. Since the ex-
Fig. 8 — Measured and theoretical loss of the four lines studied.
clusion of oxygen was not very feasible in the experimental TE_{01} lines, the effects due to oxygen absorption were included in the measurements. However, in order to simplify the presentation of the attenuation data these absorption losses, as indicated in Figs. 6 and 7, have been subtracted from the measured data.

The measured attenuation of the four lines are shown in Fig. 8 as a function of wavelength (5.1–5.8 mm). In each case the dash-dot-dash lines represent the theoretical attenuation for copper. Each plot shows two solid lines which indicate the range of values measured over the mm band. The same range was observed either by varying the length of the line by means of a sliding piston at the far end of the line or by imposing a sweep voltage on the repeller of the signal klystron to produce a small frequency modulation. These variations in attenuation correspond to piston movements which are greater than a half wavelength and are due to the mode interference effects produced by spurious modes generated in the line. The resultant signal fluctuations which are due to mode conversion and reconversion effects have been described in considerable detail by Miller.10

Referring again to Fig. 8, the measured data shown by the solid lines, which are for a plain line without mode filters, indicates that the oxygen-free high conductivity copper line gave the lowest measured average attenuation as well as the least variation. The low phosphorous deox-

| Table 1 |
|-----------------|---------|---------|---------|---------|
| Wall Thickness |         |         |         |         |
|                | OFHC Copper | OFHC Copper | Low Phos. Deoxidized Copper | Copper Lined Steel |
|                | 3/16" | 3/8" | 1/2" | 3/8" |
| α meas. (db/100 ft) | 4.33 ± 0.24 | 0.47 ± 0.02 | 0.49 ± 0.05 | 0.52 ± 0.04 |
| α calc. | 1.17 | 1.29 | 1.34 | 1.42 |
| Average ovality | | | |
| A | 1/1100 | 1/1100 | 1/1200 | 1/585 |
| B | 0.0004" | 0.0008" | 0.00075" | 0.0015" |
| Maximum ovality | | | |
| A | 1/730 | 1/875 | 1/875 | 1/290 |
| B | 0.0006" | 0.001" | 0.001" | 0.003" |
| Maximum tolerance | | | |
| A | 1/310 | 1/730 | 1/430 | 1/290 |
| B | 0.0014" | 0.0012" | 0.002" | 0.003" |

idized copper was next best while the steel line with a 20-mil inner copper lining was the poorest.

In the \( \frac{7}{16} \)" I.D. oxygen-free high conductivity copper line the measured attenuation was 17 per cent higher than the calculated value (see \( \alpha_{\text{meas}}/\alpha_{\text{calc}} \) in Table I). This higher loss is attributed to spurious mode conversion and to surface conductivity effects. In the \( \frac{7}{8} \)" line of the same material the \( \alpha_{\text{meas}}/\alpha_{\text{calc}} = 1.29 \) which is an increase of 12 per cent relative to the smaller waveguide. Since the \( \frac{7}{8} \)" diameter line supports about four times the number of modes of the \( \frac{7}{16} \)" diameter line, this increase in loss is attributed to mode conversion. In the other two \( \frac{7}{8} \)" diameter guides the added losses are believed to be increased mode conversion which results from the poorer dimensional tolerances. These data are listed in Table I together with dimensional tolerances. In this table \( \alpha_{\text{meas}} \) is the measured attenuation averaged over the 5.2-5.7 mm band together with the variations shown in Fig. 8; \( \alpha_{\text{calc}} \) is the average theoretical attenuation for standard (IACS) copper. The I.D. tolerances are listed in two sets of rows A and B; row A gives the fractional variation

![Fig. 9 - Structure of spaced-disk mode filter.](image-url)
relative to the average diameter and the rows marked B indicate the corresponding variations in inches. The average ovality gives the average difference between maximum and minimum diameters, maximum ovality the maximum difference in diameter and the maximum tolerance gives the maximum difference between diameter and ovality. These measurements have been limited to measuring at the two ends of each section of pipe. In spite of this small sampling the TE_{01} loss measurement appears to follow the I.D. tolerances quite well; the OFHC line shows both the lowest attenuation and the best tolerances.

Mode interference effects can be reduced considerably by increasing the loss to the undesired modes. This effect can be accomplished by modifying the structure so that the spurious modes are highly attenuated while the TE_{01} losses are increased only slightly. One way is to construct

<table>
<thead>
<tr>
<th>Table II — Average Performance of TE_{01} Waveguides with Mode Filters</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \alpha \text{ measured (average db/100 ft.)} ]</td>
</tr>
<tr>
<td>[ \alpha \text{ measured} ]</td>
</tr>
<tr>
<td>[ \alpha \text{ calculated} ]</td>
</tr>
</tbody>
</table>
the waveguide wall with a series of disks which are closely spaced as shown in Fig. 9 and the photograph of Fig. 10. The spacers serve a dual purpose; to hold the disks in alignment and to provide loss for the spurious modes. The circular disks provide the necessary continuity to support the TE_{01} and TE_{02} modes and the gaps introduce high resistivity to the longitudinal currents of the other modes. The spaced-disk filters, which were arbitrarily designed to provide a 10 db loss to the TM_{11} wave, were 1 \frac{5}{6}" and 3 \frac{1}{4}" long for the \frac{7}{16}" and \frac{7}{8}" waveguide sizes, respectively. In the experiments to be described, a mode filter was inserted at each joint of the line, at approximately 12-ft. intervals.

The measured attenuation data with mode filters at each joint of the various lines are indicated by the dashed lines of Fig. 8. As shown the effect of the mode filters is to reduce the TE_{01} loss variation by a factor of at least two.

The average attenuation is, however, generally somewhat higher than for the unfiltered lines. This higher loss is partly due to spurious mode power which is absorbed by the mode filter and is not reconvered to TE_{01} power and to a slight degree to the increased TE_{01} loss introduced by the mode filters. These results are shown in tabular form in Table II, where the nomenclature is the same as in Table I. Because of the excellent performance of the \frac{7}{8}" I.D. line (OFHC copper) by itself no measurements with mode filters were performed on this line.

CONCLUSIONS

The measured data presented above indicate the feasibility of realizing transmission losses as low as 0.5 db/100 ft. with the TE_{01} mode over distances up to several hundred feet. The transmission variations which occur over the frequency band are a function of the circularity or tolerances of the waveguide. In a particular line the variations can be reduced considerably by adding mode filters along the line. It is reasonable to expect that these variations can be reduced further by adding longer mode filters at the joints or adding more mode filters at shorter intervals along the line. Oxygen must be excluded from the line if the losses are to be a minimum.
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Automatic Testing in Telephone Manufacture

By D. T. ROBB

(Manuscript received May 8, 1956)

A general discussion is given on the philosophy behind the development of automatic test facilities and the relationship of this activity to product design and manufacturing engineering. A brief historical discussion of early automatic test machines used by the Western Electric Company leads to a summary of design considerations. These considerations are then illustrated by descriptions of the specific techniques used in three automatic facilities of considerable diversity.

INTRODUCTION

Many of the parts used in the telephone plant are made in such numbers that automatic shop testing of them is desirable. The cost of manual testing by suitable personnel is high, and its nature so repetitive and dull that accuracy suffers. Fortunately, in many cases the complexity of the test requirements has matched the state of the art and the business picture well enough to warrant the development of machine methods. It is our purpose in these articles to review the art as it has evolved in the Manufacturing Division of the Western Electric Company, and to describe some of the techniques. This is done with the hope that improvements or extensions to other testing or manufacturing problems may be suggested.

It should be emphasized that the developments treated here and in the other papers have required cooperation among testing and manufacturing engineers in the Western and product design engineers in the Bell Telephone Laboratories. Modifications of design for Western's convenience, changed methods for translating basic requirements into manufacturing test requirements, informal Laboratories suggestions of approaches to manufacturing and testing problems, all are commonplace. The boundaries of the specialists' domains are readily crossed.

Testing is a process for proving something such as quality of a prod-
uct or accuracy of a computation. In one form or another, testing is essential in manufacture. It insures against further investment of effort in product found bad. More importantly, it provides information for the manual or automatic correction of earlier processes, to prevent manufacture of additional faulty product. Also, its techniques and devices are used in many applications where testing is not the object. Table I gives a listing of functions, with examples of some of our automatic means, that illustrates this. Of these, 1a, 4, and 5a are testing functions. The remainder are manufacturing processes.

### Table I

<table>
<thead>
<tr>
<th>Function</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. sorting good from bad or</td>
<td></td>
</tr>
<tr>
<td>b. sorting into cells for selective assembly</td>
<td>A capacitor test machine at Hawthorne.</td>
</tr>
<tr>
<td>2. Adjusting:</td>
<td>An adjusting machine for flat type resistors at Haverhill.</td>
</tr>
<tr>
<td>4. Plotting data:</td>
<td>Continuous thickness test systems for alpeth and stalpeth cable sheath at Hawthorne and Kearny.</td>
</tr>
<tr>
<td>5. Operation of wired equipment,</td>
<td>Cardomatic and tape-o-matic test sets for key telephone equipments and wired relay units at Hawthorne and Kearny.</td>
</tr>
<tr>
<td>a. to verify accuracy of wiring or fulfillment of purpose, and</td>
<td></td>
</tr>
<tr>
<td>b. to enable prompt location and correction of faults.</td>
<td></td>
</tr>
</tbody>
</table>

**GENERAL**

The fundamental steps necessary to any testing operation are:
1. Putting the item to be tested in location;
2. Subjecting the item to a specified set of conditions;
3. Observing the results or the reaction of the item to the conditions;
4. Comparing the observed results to required results;
5. Deciding on the basis of the comparison what disposition to make of the item;
6. Indicating the disposition;
7. Making the disposition. (This may mean transportation, repair or adjustment.)

In purely manual testing all of these steps would be initiated by human
operators. In many cases it is feasible for all steps to be taken automatically. The bulk of our accomplishment in automatic testing, however, has been in steps 2 through 6. We do not ordinarily use "automatic" to describe rudimentary automaticity in combinations among steps 3, 4, and 5.

The present models of many of our machines have evolved from earlier models, either because of changed product or test requirements or through improved designs worked out for plant expansion or cost reduction. The names of engineers associated with the various developments mentioned are included in the references. About 1927 there were put in use at Hawthorne two machines, one for gaging a number of critical dimensions and performing a breakdown test on carbon protector blocks, and the other for heat coils. In the protector block machine the blocks follow a linear course drawn by an indexing chain conveyor through a number of positions where the various checks are performed. Failure of any block at a position causes a jet of air to blow the block into the opening of a chute which conducts it to a reject pan. Good blocks are delivered into a pan at the end of the run. The heat coil machine has an indexing turret over a ring of ports which open selectively to permit good or rejected coils to fall into chutes. The test parameters are three gaged dimensions and dc resistance.

In 1929 a machine with an indexing turret was put in use, testing paper capacitors for dielectric strength and leakage resistance, and sorting them into 13 cells for capacitance grouped around a nominal 1 mf. The 13 cells correspond to 13 segments in a commutator disposed along the scale of a microfarad meter. For a given test capacitor, when the meter needle reaches its deflection a bow depresses it against the nearest segment, establishing a circuit through a relay. A system of relays then locks up and serves as a memory to operate a solenoid later when the turret has brought the capacitor to the point of disposition. Action of the proper solenoid causes the capacitor to be deposited in its cell. The cells are arranged as parallel files in a horizontal plane and, starting with the cells empty, the machine will in effect produce a stovepipe distribution curve. Capacitors from the middle cell and its upper neighbors may be used as 1 mf capacitors, and those from more remote cells combined, large with small, to make 2-mf capacitors.

Also in 1929 a turret type machine was first used for sorting mica laminations. The sorting parameter was ac dielectric strength, the criterion being failure at 1760 volts r.m.s. The individual laminations were carried from position to position by vacuum fingers mounted on a turret. Again locking relays were used, in this case to operate a solenoid controlled
valve in the vacuum line at the right time in the turret indexing cycle to drop the laminations as class "A" or "B" mica.

Experience with these machines and with others that followed brought into being a more or less orderly body of knowledge as to what features are desirable and what constitutes good design in an automatic test machine.

If the machine is to have speed, reliability and long life, attention should be paid to the following matters:

1. Reduction of the test process time to as low a figure as the capabilities and use of the product will permit. Thus, if one of the requirements of a capacitor is a maximum limit on its leakage current measured after a charge time of 60 seconds, and if the materials and manufacturing process are such that a unit is surely good or bad after a 25-second charge, then the machine may be designed to charge for, say, 30 seconds. Frequently the only limitation is the speed of the machine itself. When this is true, it must be worked out so as to satisfy the needed production rate. Obviously the machine should satisfy the rate of the line it serves, or more than one machine should be provided.

2. Rationalization of the number of test positions in the machine with the production rate and the total test process time. This requires breaking the test time down into bits equal to the desired output cycle. In the example above, if the output needed is a capacitor every 5 seconds then the 30-second charge will have to extend over 6 positions.

3. Ruggedness. This must be stressed, even at the expense of space, power consumption, and dollars of first cost. If a project is large enough to justify automatic test facilities, then any down time associated with it will be expensive. A good mechanical design is essential.

4. Provision of self-stopping and alarm features to serve in the event of certain types of failure. A limited torque clutch in the main drive will prevent jamming and damage caused by parts getting into the wrong places, or in certain applications overload cutouts will suffice. Gong and lamp alarms are desirable to attract attention. The point is that allowance must be made for mishaps which, without precautions, could result in shutdowns of the equipment.

5. Provisions of adequate checking for accuracy. Accessible check points and suitable easy-to-use standards are essential. Checking intervals are determined by experience, but schedules should be laid out to cause as little interference with use as possible. Where practicable there may be means for self-checking in the regular operation of the machine. In this case, periodic checking of the checking devices themselves is necessary.

6. Incorporation of features in the product and in the handling methods
that will facilitate feed automatic testing. This requires the cooperation of the product design and product manufacturing interests. It is almost axiomatic that automation in manufacture requires special consideration in product design. Automatic testing imposes the same requirement. A notch or a lug may be needed for proper use of automatic feed devices, or terminals may have to be properly chosen. Again, the method of transport from the previous operation needs to be studied, rationalized, and fully agreed upon. If continuous conveyor transportation can be justified, so much the better. In the consideration of conveyor feed, the need for time flexibility must not be overlooked. It is important that provision be made for easy storage of product whenever the test machine is inoperative, lest a breakdown of this machine shut down the entire line.

7. Arrangement of the events in the operating cycle in such a way that their sequence is reliably self determined. This is comparatively straightforward when the programming is done by gear driven cams or other mechanical means. It requires care when switching logic is used. Switching engineers are familiar with the phenomena known as "relay races" and "sneak circuits." These have psychophysical analogies wherever humans and machines work together. The prevention of both the switching errors and their analogs is essential in automatic test set design. Interlocks must be provided against any conceivable mishap.

8. Enough margin and design flexibility in electrical and mechanical parameters to cope with reasonable variations in product design. Improvements are constantly being made in telephone apparatus and equipment, and these occasionally result in major redesigns or in entirely new systems. Also the need for adding new features to a historical complex of existing telephone plant causes the generation of an endless variety of special equipments. The product designer needs as much freedom as we can afford. There has to be enough flexibility in the costly automatic test sets to permit adaptation as new designs of product come along.

These considerations are in addition to the fundamental matters of personnel safety and comfort, motion economy, quietness and appearance.

While dealing with general considerations we must recognize one important difference between the product design and the facilities design problems. In product design there is a premium on optimization of parameters, or striving toward perfection. There is generally also opportunity for winning this premium on later tries even though the rush for first production may have denied it to us in the original design. In facilities design there is no such premium and frequently no such opportunity. While careful design is very important, the real premium here is on a
device that will do the required job and that can be put in use in time for early production. Once the facility is in use it may be starting on a productive life that will run thirty years or longer. The designer may think of countless ways to improve it or to redesign it completely. If his improvements or redesign can be proved in on a business basis, they may be undertaken. Sometimes they cannot be proved in. The evolution that has taken place in test set designs has been possible mainly because the customers have wanted newer products, or products delivered at a greater rate. Advancement has been attained under a compulsion to take each step quickly and surely. This has represented a real and continuing challenge to the test engineering force.

With these general considerations in mind the author has chosen three automatic testing devices of diverse character to discuss in some detail. The associated papers cover additional machines. The machines described illustrate in various ways the principles discussed above.

THE NETWORK TESTING MACHINE AT INDIANAPOLIS

The 425B network is used in the 500 series telephone sets to furnish the transmission link between the handset and the line. Its shop testing requires three tests for transmission, three for capacitance tolerance, three for leakage current, two for ac dielectric strength, one for dc dielectric strength and four for continuity. The rotating turret type test machine (Figs. 1 and 2) performs all these tests, applies a conditioning "burnout" voltage and counts and date stamps the good networks. Rejects from each test position are segregated in roller conveyors. In the rotation of the turret an empty test fixture is presented to the operator every 3.25 seconds moving from left to right. She must load each position, taking networks from the pans at her right; good networks, ejected automatically in a roller chute at the left, are hand loaded into the carriage fixtures of the overhead storage type conveyor, which pass within easy reach of the operator's left hand. The pans at the left are used to store good networks when the accessible fixtures of the overhead conveyor are full. The twelve roller conveyors for rejected networks are arranged along the sides of the machine, six on each side.

The turret contains forty test fixtures (Fig. 3 and 4) and the machine forty positions. The turret rotates continuously, causing eleven contact brushes associated with each fixture to pass against fixed commutator segments and a ground ring associated with the test positions. As each fixture advances past one test position a gear connected cam shaft rotates through a complete cycle. Seventeen switches are operated by the cams
to assure the proper sequence and timing of the conditioning and testing events occurring at the various positions. Table II shows the order of the positions and the approximate timing, with respect to cam rotation. The result of the test at each test position is remembered by a self-locking relay until the fixture comes just opposite the entrance to the corresponding rejection chute. At that instant a cam switch closes and causes rejection if the test result was a failure. Unloading into the rejection chutes is effected by compressed air operated cylinders as explained below.

The clamping movement of each fixture as it leaves the loading area (entering position 7) is driven by a helical spring which lowers the contact fixture over the terminals of the network, bringing spring loaded plungers into contact with the terminals. (See Fig. 3) At a rejection location a plunger rises, driven by an air cylinder under the control of a solenoid operated valve. The rising of the plunger first forces the fixture to
unclamp against the compression of the helical spring, and then operates an ejection arm which drives the network horizontally out of the fixture. The top rollers of several of these ejection arms can be seen in the fixtures at the front of the machine in Fig. 2.

The measuring circuits associated with the various test positions are straightforward. If there is a dielectric failure in one of the breakdown tests at position 8 or 9, the current through a relay coil in series with the
test exceeds a predetermined value. This causes another relay to lock up and remember the failure until the network reaches the reject location.

In a typical transmission test position (Position 10, 35 or 36) a fixed-voltage, swept-frequency signal, 300 to 3,500 c.p.s., is impressed across two terminals of the network. The three tests are for transmission and short and long line sidetone with suitable terminations connected as in actual use. In each case the signal from two output terminals should be less than or greater than a specified value. This signal is amplified and fed

Fig. 4 — Test fixture, unloaded.
to a sensitrol relay, which is mechanically biased in amount and sense to correspond to the limit. If the sensitrol operates it prevents rejection.

In the three capacitance test positions 12, 13, and 14, capacitors in the networks are connected into a 60 c.p.s. comparison bridge. The output signal from the bridge is amplified and rectified, and impressed on a balanced dc amplifier which drives a sensitrol relay. If the bridge is out of balance (that is if the capacitance is greater or less than nominal) current flows in the relay, but always in the same sense. If the current in the relay exceeds an amount corresponding to either capacitance limit, rejection occurs. Determination of which capacitance limit was violated is done manually in a separate analysis of defects. It may be observed also that any rejection at the capacitance positions could have been caused by a loss unbalance of the bridge. If the conductance of the test capacitor were such as to cause this it would so appear in the separate analysis, mentioned above. The effect of any ordinary conductance deviation at 60 c.p.s. is negligible. Quality is protected by the fact that a conductance deviation could not cause an out-of-limit capacitor to be accepted.

Considerable pains are taken at each capacitance test position to prevent damage to the equipment from various kinds of mishaps. The sensitive winding of the sensitrol is short circuited at all times except for about 0.2 second when the actual test is performed. This prevents damage and erroneous rejections that would otherwise be caused by switching.

**Table II — Sequence of Events in Network Test Machine**

<table>
<thead>
<tr>
<th>POSITION</th>
<th>PROCESS</th>
<th>CAM ROTATION (TWELTHS OF A POSITION)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 TO 6</td>
<td>LOAD</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>BURNOUT</td>
<td>CHARGE</td>
</tr>
<tr>
<td>8</td>
<td>AC BKDN.</td>
<td>TEST</td>
</tr>
<tr>
<td>9</td>
<td>DC BKDN.</td>
<td>TEST</td>
</tr>
<tr>
<td>10</td>
<td>TRANSMISSION 1</td>
<td>TEST</td>
</tr>
<tr>
<td>11</td>
<td>DISCHARGE</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>CAPACITANCE 1</td>
<td>CIRCUIT SETUP TEST MEMOIRE</td>
</tr>
<tr>
<td>13</td>
<td>&quot;</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>&quot;</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>BURNOUT</td>
<td>CHARGE</td>
</tr>
<tr>
<td>16 TO 31</td>
<td>CHARGE FOR LEAKAGE TEST</td>
<td>CHARGE</td>
</tr>
<tr>
<td>32</td>
<td>LEAKAGE 1</td>
<td>TEST</td>
</tr>
<tr>
<td>33</td>
<td>&quot;</td>
<td>2</td>
</tr>
<tr>
<td>34</td>
<td>&quot;</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>TRANSMISSION 2</td>
<td>&quot;</td>
</tr>
<tr>
<td>36</td>
<td>&quot;</td>
<td>2</td>
</tr>
<tr>
<td>37</td>
<td>CONTINUITY</td>
<td>TEST 4 CIRCUITS AT ONCE</td>
</tr>
<tr>
<td>38</td>
<td>UNLOAD</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>RESET</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>LOAD</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>&quot;</td>
<td></td>
</tr>
</tbody>
</table>
transients from this and other circuits. During the short interval of actual test no other switching takes place in the machine.

A fixture that has no network because of rejection at an earlier test position or because of operator failure to load it, would cause open circuit in one bridge arm on capacitance test. Without intervention this would cause a violent unbalancing of the bridge, overloading of the detector system and possible damage to the sensitrol. Ordinary methods of limiting the overload signal would be only partially effective and would detract from the sensitivity. To forestall this trouble from empty fixtures, each capacitance test position is equipped with a microswitch which is operated by a dog at the bottom end of the ejection arm of any empty fixture (Fig. 3). When the microswitch operates it causes the bridge to be disconnected from the test leads and connected to a capacitor that is just out of limits, several tenths of a second before the removal of the short circuit from the sensitrol. Then when the test is made it results in a rejection.

There is also an interlock circuit which will stop the machine if a failure of the bridge and detector system causes an empty fixture not to show rejection. This serves as a random occasional check on the functioning of the circuit.

The conditioning of the three capacitors for the leakage current tests begins at position 16. Because of charging and absorption currents obscuring the effect of pure leakage, the test for leakage is made to an arbitrary current limit specified at one minute of charge. To insure that good units pass the test, it is desirable to use the whole minute. But if the leakage current reading is taken after more than a minute of charge, quality is jeopardized. Accordingly it is necessary to make sure that the charge is for a minute and no longer on each capacitor. Therefore, at position 16 the first unit is put on charge, at 17 the second, and at 18 the third. Then at position 32 the first unit is tested while the other two remain on charge. At 33 the first unit is discharged, the second tested, and so on.

The leakage test itself is made by measuring the voltage across a large resistor in series with the test capacitor and a dc voltage source. The energy in this signal is small and must be amplified before there is enough to operate a sensitrol. A dc amplifier with high input impedance is used for this purpose. In addition the mechanical bias of the sensitrol is kept small to increase sensitivity, and a carefully controlled dc biasing source is used to insure accuracy and stability.

At position 37 three capacitors and a coil winding are given a final check for continuity. The test of the winding is made by connecting it in series with a relay coil (say No. 1) and battery. If current passes, relay
No. 1 operates. The three capacitors are tested simultaneously by connecting each of them in series with an 8,000 c.p.s. source and detectors. The detectors consist of bridge type rectifiers and relays. If all of these three relays operate, a series connection through their closed contacts causes another relay to operate and lock up. Finally this relay when operated has open contacts in parallel with open contacts on relay No. 1, so that when the reject cam closes it finds an open circuit and rejection does not occur.

The reader may question the necessity for continuity tests on capacitors that have already been tested for capacitance. Perhaps the most convincing answer is that there is an occasional failure on the continuity test. Telephone apparatus is always exposed to more severe conditions in test than it will encounter in ordinary use. The leakage resistance charge and test operations and the transmission tests can on rare occasions cause the metallized connections at the ends of the capacitors to open. As the cost of making the final continuity test is vanishingly small, the additional insurance is economical.

The detail list of checking standards for this machine contains some twenty items. Most of them are modified 425B networks, specially arranged in one way or another to check certain functions of the machine. These are used right in the individual fixtures.

It is interesting to reflect on the labor saving virtues of this machine. The operator in one eight hour shift handles over five tons of networks. She does it easily and without fatigue. The testing would not be even attempted on a manual basis, because over and above multiple handlings, the added human effort of closing fixtures, operating switches and the like could not be tolerated.

In contrast to the multiposition set described above, it is instructive to consider two single position sets of diverse character. They are a relay coil test set and a film scale calibrating set.

THE RELAY COIL TEST SET AT KEARNY

Coil assemblies for the U, Y and UA types of relays are tested for dc resistance, direction of winding and breakdown before assembly into complete relays. Many thousands of the relays are used in any crossbar office. Minimum and maximum tolerance limits are placed on their winding resistances, to control cumulative current requirements and to insure a proper margin of relay operation. Each coil assembly, as presented to the test position, consists of a magnetic core, a solenoidal winding assembly and a terminal assembly. A winding assembly may have one, two or
Fig. 5 — Relay coil test set control panel.
three windings (called primary, secondary and tertiary). The primary and secondary are wired to corresponding pairs of terminals on the terminal assembly, while the tertiary leads at this stage are not on terminals and must be connected to the test contact fixture by hand.

Direction of winding is important in the multiwinding coils because of external fields and the fact that the relays are required to respond to currents in more than one winding and the proper direction of flow in each, relative to the other, must be known. In some relays one or two of the windings may be noninductively wound, to serve merely as resistors. Also, many windings are wound part copper and part resistance wire to obtain the desired resistance without unnecessary increase in copper, inductance and response time. In such cases the percentages of copper and resistance wire are known. This is important because of the effect of temperature on the resistivity of copper. Resistance tolerances on the test windings are specified at 68°F, but shop testing is done at any value of room temperature. The effect of the difference on copper is serious enough to cause errors larger than some of the tolerances, and the effect on resistance wire may be neglected. Therefore, it is necessary to have the test set compensated for temperature in such a way as to allow for the proportions of copper and resistance wire.

The coil test set (Fig. 5) tests all windings for resistance and direction of winding and for breakdown to each other and the core. The maximum total test time for three-winding coils is less than 3 seconds under normal conditions. A borderline winding resistance will cause some delay. There are lamps to indicate the type of failure on a rejection. Other lamps indicate satisfaction of the requirements. At the completion of test on a good coil an "OK" lamp lights on the test fixture, so that the operator need look at the set itself only when there is a rejection.

Requirements data are stored in the set before a given code of coil is tested. The codes come to the set in batches, so that one setup will serve for a large number of coils. Three six-decade resistance standards are set to the nominal values for the respective windings. If there are fewer than three windings, a key is operated to disable bridges and furnish substitute continuity paths. The percentage tolerances for the windings are set on selector switches: ±1, 2, 5, 10 and 15 per cent tolerances are available. Also, the known percentages of resistance wire in the windings are set on selector switches in steps of 5 per cent from 0 to 100. Keys are operated to warn the set of noninductive windings and bypass the direction of winding circuits as needed.

Once a coil is placed and connected in the test fixture and the fixture closed by operation of a pedal, the test is automatic up to the point where
the operator must make disposition. The sequence of events within the set is controlled by a switching circuit containing thirty telephone relays, a sensitrol relay and two electron tubes. The sensitrol is used in succession to detect the existence and sense of unbalance of six dc bridge circuits (high and low limit for each of three windings). The operation sequence for primary windings is shown in Table III.

Fig. 6(a), shows schematically a typical bridge arrangement for testing a winding at one tolerance limit. A and B correspond to the ratio arms of an ordinary Wheatstone bridge, and are nominally 1,000 ohms each. The temperature compensation referred to above is obtained by including the same resistance percentage (within 2.5 per cent) of copper in the A arm of the bridge as there is known to be in the winding. Inspection of the bridge balance equation in Fig. 6(a) will show that an error in X could be compensated by a proportional error in either A or C. A is chosen as the compensating arm because of its simplicity. It has available twenty resistors of copper and twenty of low temperature coefficient resistance wire. Each resistor is 50 ohms, measured at 68°F. The selector switch is arranged so that the arm always has twenty resistors, the indicated percentage being resistance wire.

For proper compensation it is necessary that the A arm be as near ambient temperature and the temperature of the coils as possible. The di-

Table III — Sequence of Events in Test of Primary Winding for High Limit Resistance

<table>
<thead>
<tr>
<th>&quot;OK&quot; LAMP</th>
<th>STEP</th>
<th>DEFECT LAMP</th>
</tr>
</thead>
</table>
| ("OK") | PSIIT" | "OK"
| POWER SWITCH CLOSED | "OK" | "OK"
| OPERATOR CLOSES FIXTURE | "OK" | "OK"
| FIXTURE START SWITCH CLOSES | "OK" | "OK"
| CONTINUITY TEST — ALL WINDINGS | "OK" | "OK"
| "HIGH" B ARM CONNECTED TO PRI. BRIDGE | "OK" | "OK"
| SENSITROL RESET RELEASED | "OK" | "OK"
| SENSITROL OPERATES | "OK" | "OK"
| "LOW" B ARM CONNECTED TO PRI. BRIDGE | "OK" | "OK"
| BREAKDOWN TEST ON PRIMARY | "OK" | "OK"
| SENSITROL RESETS AND HOLDS | "OK" | "OK"
| SENSITROL RESET RELEASED | "OK" | "OK"
| DIRECTION OF WINDING DETECTOR ENABLED | "OK" | "OK"
| D.C. POWER DISCONNECTED FROM PRIMARY BRIDGE | "OK" | "OK"
| INDUCED VOLTAGE IN PICKUP COIL | "OK" | "OK"
| "HIGH" B ARM CONNECTED TO SEC. BRIDGE | "OK" | "OK"
| (SECONDARY TEST PROCEEDS; SIMILAR TO PRIMARY) | "OK" | "OK"
| (FOR SINGLE-WINDING COIL) | "OK" | "OK"
| (LAMP ON FIXTURE LIGHTS) | "OK" | "OK"
AUTOMATIC TESTING IN TELEPHONE MANUFACTURE

**Fig. 6 — Circuits used in Relay Coil Test Set.** (a), resistance bridge, simplified schematic; (b) continuity, simplified schematic.
vision into twenty resistors helps in this by maintaining high effectiveness of dissipation. In addition, the automatic switching circuits are arranged to keep the duty cycle of current in the bridge arms low.

The B arm of the bridge is selected by the setting of the percentage tolerance switch. Each resistor is used alone and consists of low temperature coefficient resistance wire as in standard bridge practise. The value of each resistor in ohms is 1,000 divided by one plus or minus the corresponding tolerance fraction. Thus, for ±1 per cent tolerances the resistors are 1,000/1.01 (=990.0) and 1,000/0.99 (=1010.1), respectively. One setting of the switch indicates zero tolerance and is equipped with 1,000-ohm resistors to permit easy checking of the C arm precision.

The six-decade standard resistor in the C arm, which is set to the nominal value of the test winding, is of a high quality commercial type with a range of 0 to 40,000 ohms in steps of 0.1 ohm. Because the C and X arms may contain values as low as 2 ohms, no relay contacts are used in them. Relay switching is done in the A and B arms where the resistances are always of the order of 1,000 ohms and small variations in contact resistance are negligible. The more stable wiping contacts of selector switches do appear in the X arm. These switches permit any contact in the test fixture to be connected to any bridge terminal, to enhance flexibility.

A continuity test on all windings, before resistance test, is desirable for two reasons. The effect on the sensitol of the severe bridge unbalance caused by an open winding would be life-shortening and is to be avoided if possible. Also, the result of the resistance test would only show high resistance, and separate analysis would be needed to reveal that a winding was open. The continuity test circuit in Fig. 6(b) was devised to prove continuity for windings having resistance values as high as 35,000 ohms. A relay (UA-104) was chosen which is sensitive enough to close a pair of "preliminary make" contacts (m) on 0.005 ampere, and which provides the number of other contacts needed to satisfy circuit requirements.

When the test winding is connected at X, the currents through it and the 100,000 ohms combine to equal 0.005 ampere or more. This closes m, connecting the 20,000-ohm resistor in parallel with the 100,000 ohms, thus locking the relay and assuring that all the other contacts operate. In the act of proving continuity, the relay disconnects itself from the test winding and remains locked. The make contacts shown at the right end of the relay symbol are in series with similar contacts on the continuity relays for the other two test windings, and when all are closed they pass operating current to a relay which initiates the first resistance test (for primary high limit).

In the direction of winding circuit, Fig. 7(a), it is necessary to have a negative pulse from the pickup coil, in the test fixture, cause the 313CA
gas tube to fire and the relay to operate. The circuit is designed to handle a wide range of pulse amplitudes. The VR tube limits negative pulses to 90 volts to protect the 6AK5. The varistor dissipates positive pulses and prevents any false acceptance that might be caused by damped oscillations following a positive pulse. The 6AK5 furnishes the needed sensitivity for small pulses.

Occasionally a winding will have a value of resistance just equal to

![Circuits used in relay coil test set. (a), direction of winding, simplified schematic; (b) anti-stall, simplified schematic.](image-url)
its upper or lower tolerance limit. On the corresponding resistance test, the sensitrol will balance and not operate either way. Without an anti-stall device the test cycle would then be stalled until the balance failed. Current flowing through the A arm would eventually heat it up and vitiate the temperature compensation feature. The anti-stall circuit in Fig. 7(b) is essentially a slow release device to which external energy is interrupted at the same time as the sensitrol reset is released. Energy stored in the 50-mf capacitor prevents release of the relay for about 3 seconds, long after the bridge test is ordinarily finished. If at release the bridge is still balanced, a 50,000-ohm resistor is thrown in parallel with that ratio arm which will make the sensitrol accept the test winding.

A prominent and hitherto valuable feature of this test set is its adaptability to a large variety of coil assemblies. Some hundreds of distinct designs of product are presently accommodated. In the Kearny relay coil shop there are four sets of the design described here and four sets of earlier designs. It is possible that future development, if justifiable, will be directed toward greater automaticity for some of the simpler and more numerous product codes, with less emphasis on universal application.

THE CALIBRATING MACHINE FOR 56-A OSCILLATOR FILM SCALES

Photographic films are used for the frequency scales of some oscillators to afford scale length and enhance readability. There have been several successive designs of film scale calibrators built and put in use at the Bell Telephone Laboratories and at Kearny. Some have been described in the literature. One very early design is still in use on production at the Marion Shops in Jersey City. In its use, a calibrating run requires about an hour, and the possibility of frequency drift due to temperature variations makes the use of an air conditioned room essential. All of those used at Western, prior to the one described here, depended for accuracy on the film scale of a standard prototype of the oscillator to be calibrated. Using a frequency controlled servo linkage, the scale of the standard was reproduced photographically on the film of the product. Some of the prior art appears in the design of the new machine. In order to describe the principle clearly, it seems necessary to discuss some features which were previously covered, but which now are used in new ways.

The 56A is a heterodyne oscillator designed for use in the field testing of L3 installations. It has a usable range of 50 kc to 10 mc. One component oscillator is fixed at or near 90 mc and the other may be varied between 80 and 90 mc by means of a tunable cavity. The calibrated portion of the 35-mm film scale geared to the cavity tuner is about 17
feet long. It has sprocket holes and is moved by a standard movie sprocket. The required precision of each calibration mark is ±2 kc. Two resonant devices are included in the circuit to permit checking and adjusting two widely separated points on the scale, 100 kc and 7,266 kc. Considering the output frequency as a function of scale setting, one of the two adjustments controls the lateral displacement of the curve and the other its average slope. By design the curve approaches linearity but not closely enough to permit less than a unique calibration for each oscillator manufactured.

Fig. 8 shows the machine which performs the calibration, with an oscillator connected, and the control cabinet. The oscillator is shown in its shipping frame. An unexposed photographic film to be calibrated is mounted in a camera so that it can be driven by a sprocket. The sprocket is connected by gears to a drive motor which also drives the take-up reel and, through a flexible shaft, the cavity tuner and sprocket in the oscillator itself. The gear arrangement is such that the peripheral speeds of the two sprockets are the same.

A positive master film is provided which has a scale similar to the one to be made for the product except that it is very precisely linear. A portion of the master is shown in Fig. 9(b). The master film passes over a sprocket which is driven by a servo motor. A lamp illuminates and shines through that portion of the master which is in front of an aperture at
any instant. An optical system, Fig. 9(a), produces on the unexposed film an image of the illuminated portion of the master. As the oscillator, its film, and the master advance, the markings on the master can be reproduced on the new film.

The problem in control is to cause each mark on the master film to pass the slit just as the oscillator goes thru the corresponding value of frequency. To do this we drive the oscillator and its scale together at a constant linear speed. The oscillator frequency increases steadily but not at a constant rate. Its rate of increase varies according to the law of its particular cavity. So our problem reduces to causing the master film to move according to that same law.

The method is to time the passage of known points in the oscillator frequency spectrum, and then to pace the movement of the master film to maintain precise correspondence. The pacing is done by detecting small differences in times of arrival at corresponding points and correcting the speed of the master film to keep successive differences small. Fig. 10 is a block schematic of the automatic control system. The varying oscillator output passes through multiples of 10 kc at a rate near five multiples per second. When it is compared in a balanced modulator with

Fig. 9 — Film scale calibrator. (a), optical system schematic; (b) section of master film.
the fixed harmonics of a standard 10-kc signal, the first order difference frequency in the modulator output varies back and forth between 0 and 5 kc. It passes through the 2500 c.p.s. point twice per period of variation, or twice per 10-kc interval of the oscillator frequency.

The output of the modulator is sent through a narrow band amplifier which peaks at 2500 c.p.s. A burst of signal, therefore, leaves this amplifier twice per 10-kc interval. The bursts are further amplified and rectified and become pulses which time the progress of the oscillator through its spectrum. The pulses are impressed across the winding of a high speed relay, causing its contacts to close momentarily twice per 10-kc interval. During the instant when the contacts are closed they connect a particular value from a sawtooth voltage wave to a 0.1-mf capacitor.

The voltage of the capacitor biases the grid of a cathode follower tube, and the output voltage from this tube is fed to a servo system and controls the speed of its motor. Thus the motor runs at a speed determined by the voltage of the sawtooth at the instant when the relay contacts close. As the sawtooth itself is timed by the rotation of the servo motor, its voltage-time relationship is the device for pacing the master film. The sawtooth wave originates in the alternate shorting and charging of a 1-mf capacitor. Each tooth begins when a pair of shorting contacts is closed momentarily by a cam geared to the servo motor. After a discharge, the voltage on the 1-mf capacitor increases negatively as a practically linear function of time, with charging current flowing through a one megohm resistor. Thus the value of voltage transmitted to the 0.1-mf capacitor at the instant of closure of the relay contacts depends on the time elapsed since the most recent shorting of the 1-mf capacitor. Twenty volts at the input to the servo system corresponds to midvoltage of the sawtooth and to 3,600 rpm of the motor, which is the same as the constant speed of the motor driving the oscillator and undeveloped film.

If the characteristic of the oscillator causes a given 2,500-cycle point to occur early, the contacts of the relay will close at a higher positive voltage point on the corresponding sawtooth. The servo motor will start to speed up to make subsequent sawteeth start earlier than they otherwise would have. The motor will slow down if the 2,500-cycle points fall later and lower on the teeth.

Several design features in the system are of interest. The servo system was supplied by Industrial Control Company (SL-1035). It has a tachometer feedback in inverse sense to enhance system stability. The cam used to operate the shorting contactor and start the sawtooth is a small permanent magnet mounted on a wheel. The moving field causes the contactor to operate very briefly as the magnet swings past. The contactor itself is a Western Electric 222-A mercury switch, which has a
Fig. 10 — Block diagram of film scale calibrator with schematic of comparison circuit.
hydrogen atmosphere, high speed capability and high current capacity. The magnetic arrangement reduces shock torque loads on the servo motor, which might result from mechanical operation. The high speed relay which operates at the 2,500-cycle points is a Western Electric 275-B, chosen because of the speed required (about 10 operations per second).

The time comparison circuit has a small amount of long time constant positive feedback (shown at 1 in Fig. 10) to raise or lower the midvoltage of the sawtooth wave in cases of extreme correction and prevent the control point from slipping one or more teeth. In effect this supplies extra acceleration to the master film when needed.

There is also incorporated in the design an arrangement which permits an important variation in the method of use. A magnetic tape is driven by a sprocket which is geared to the main drive motor and moves with the oscillator drive. The magnetic head for recording on the tape receives its signal in the form of 2,500 c.p.s. bursts through an amplifier. These are the same bursts that time the progress of the oscillator through its spectrum. Thus it is possible to separate the function of calibration from that of printing the film scale. The calibration data on the oscillator is stored on the tape and may be checked for absence of abrupt departures from linearity before it is used to drive the servo and master film in an actual printing run. This eliminates some wastage of raw film. Also a recording (or calibrating) run is made without the servo linkage and can be made at twice the speed of a printing run. A 56A oscillator can be driven through its spectrum, 50 to 10,000 kc, in 100 seconds, allowing very little opportunity for temperature effects to change the check points. In fact no particular effort need be made to control the temperature beyond an ordinary warm up interval.

The control portion of the machine contains various circuits for convenience in setting up and starting the runs. For example one relay circuit under the control of a start button brings a fixed dc voltage into the servo loop, and automatically disconnects after a period long enough for the motor to reach approximately the right speed. A gear shift lever permits changing the ratios between the speeds for the recording run and the printing run.

It is doubtful that a calibration of the 56A oscillator could be performed by manual means. It has been estimated that even if possible, such a task would require more than a week of the most painstaking effort, under very carefully controlled conditions. By comparison, the calibrator requires one minute forty seconds to obtain the data, and three minutes twenty seconds to reproduce it. Development and checking of the exposed film takes about a day. Accuracy of the scales has always been well within the ±2-ke limit.
CONCLUSION

In this and the accompanying articles we have given a partial picture of the facilities for automatic testing in the Western Electric Company. At this writing several new machines are under development, and modifications are in progress extending the application of some of the present machines. There is a continuing search for new fields in which to apply these techniques. A staff portion of the manufacturing engineering force now devotes its full attention to automation techniques in general, keeps abreast of the field, bulletinizes important additions to the literature, lends assistance in the solution of problems, and develops specific applications. It is likely that the near future will see important extensions in the use of automatic test equipment.
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Automatic Manufacturing Testing of Relay Switching Circuits

By L. D. HANSEN

(Manuscript received May 18, 1956)

The large variety and quantity of shop-wired relay switching equipments produced by the Western Electric Company lead to the use of comprehensive and flexible manufacturing testing facilities to insure quality of product and to reduce costs. An older manual type test set is briefly described and used to illustrate the functions and operation of two automatic test sets designated as Card-O-Matic and Tape-O-Matic respectively.

INTRODUCTION

Early telephone central office installations were of the manual switchboard type which were relatively simple and required few relay circuits other than those located in switchboards themselves. Installation effort, in addition to actual erection of the switchboards, equipment frames, fuse boards and the like consisted largely of running and terminating the central office cabling. As the telephone art grew, both with the introduction of the dial telephones, and carrier and repeater equipments for long distance calls and the consequent need for interconnection of these various types of systems, a considerable variety of relay switching circuits was required.

To reduce the installation time and effort the practice of doing as much circuit wiring in the factory as possible was introduced. Relay switching units are now completely assembled, wired to terminal strips and tested in the shop. Since these are in effect working circuits the installation testing effort, after the connection of office cabling, consists largely of overall tests required to insure the proper functioning of the entire office.

Due to the wide variety and complexity of these units, many of which have optional circuit conditions that can be supplied on order and few of which have sufficient demand to justify specially designed high pro-
duction test sets for their exclusive use, adaptable manually operated test sets were first used. These sets required a high degree of flexibility in interconnecting the terminals of the circuit under test to those of the test set and in applying the proper potentials in sequence that would insure putting the circuit through its paces and checking that the switching functions are properly performed.

It should be stated here that since all apparatus components of these circuits such as relays, transformers, capacitors, inductors and resistors are tested and inspected for their respective electrical and mechanical requirements when manufactured, except in the case of some types of relays which require adjustment to meet their particular circuit requirements, the testing of switching circuits is largely confined to verification of the circuit wiring with normal voltages. Although marginal component tests are not normally applied, operation tests will, of course, detect defective apparatus components which cause malfunctioning of the circuit.

MANUAL TEST SET

Fig. 1 shows a representative manual type test set that was extensively used for wired relay unit testing before the introduction of the automatic test sets to be described later. On the left side is a pin jack field into which the numbered wires of the connecting cable can be individually plugged in order to connect the test set terminals to the proper terminals of the relay unit under test. The other end (not shown) of the cable is equipped with a contact fixture arranged to give quick electrical connections to the terminals of the wired relay unit. The plugging of the pins into the proper pin jacks is a feature needed to provide flexibility in a test set arranged to test many types of circuits and is a part of the setup operation for any one circuit. It is a slow and time-consuming operation since each lead has to be identified and plugged into the proper pin jack. The pin plug setup must be taken down and rearranged in order to test any other type of relay circuit.

The test set is equipped with signal lamps for visual response indications and manually operated keys for the use of the tester in performing the test operations. Separate power cords are plugged into power distribution jacks which supply the various potentials commonly used in telephone central offices.

After the initial setup the tester operates the numbered keys and observes the lamp signal responses in accordance with the chart clipped to the front of the test set. Failure to get a particular lamp indication
Fig. 1—Manual wired unit test set.

requires that he analyze the circuit conditions and locate the cause of the trouble. Usually a circuit fault must be corrected before testing can proceed.

Fig. 2 shows a small portion of a simplified circuit test arrangement for such a manual test set. In this illustration a single key, when operated, supplies battery and ground potentials to the winding of a relay in the circuit under test. Assumption is made that the three relay contact terminals are wired directly to the relay unit terminal strip so that
they can be connected to ground and to battery through lamps for circuit closure indications. The switching functions of the relay can then be checked by operating the test key and observing that signal lamp (1) extinguishes and that (2) lights.

While such an arrangement can adequately test most switching circuits of any complexity by further extension of the basic scheme, when supplemented by internal circuit connections where necessary, the

Fig. 2 — Simplified circuit sketch for manual test operation.

Fig. 3 — Simplified circuit sketch for automatic test operation.
system is at best a slow and laborious one which is subject to human error. Wages for testers are determined not primarily on their ability to operate keys and check the indications of lamps but on their skill in analyzing and clearing trouble conditions. If some quick and automatic means could be devised to make the initial cross connection setup, apply the potentials in the proper sequence under control of some programing device and check the circuit responses at each step a real advance in speeding up tests and reducing human errors would be accomplished. Such an automatic set ideally should have improved response indications to aid the tester in locating circuit troubles when the test set stops on the failure of meeting any test requirement.

THE AUTOMATIC TEST SET

The key and visual lamp indicating functions of the manual test set can be replaced by relays in an automatic test set which perform these operations if they are under control of suitable programing and advancing circuits as shown in Fig. 3. Here the "signal" relays operate through the contacts of the relay under test and their operating positions are checked by the "watching" relays whose contact closures must match those of the signal relays. The series path through the contacts of all signal and watching relays is called a chain lead. The program circuit establishes the positions of the watching relays to meet the expected conditions prior to operating the key relay and then any lack of continuity through the chain lead caused by failure to satisfy test conditions halts the progress of the tests under control of the advancing circuit. At this point additional contacts (not shown) on the signal and watching relays may be used to light signal lamps to convey information to the tester as to which portion of the circuit failed to operate properly.

For quick setup a pre-wired multi-contact adapter plug may be used as a cross-connection device to permit establishing the proper test connections to the unit under test. One will be required for each type of relay circuit to be tested. These, together with some means whereby the sequential operation of the programing circuit can be controlled, constitute the essential features of an elementary automatic relay switching circuit test set. How these basic features can be extended into practical embodiments will be explored further below.

THE CARD-O-MATIC TEST SET

Key equipment relay units are small switching circuits used as circuit building blocks to provide the desired optional features in conjunction with the key boxes or key-in-base telephones often seen in small
Fig. 4 — Card-O-Matic test set.
business offices to furnish the flexibility needed in answering and transferring calls. These systems are used where the number of telephones served does not warrant the use of a regular PBX switchboard.

These circuits are relatively simple but their large scale production warrants the use of high speed automatic test sets to perform the test functions and to indicate circuit trouble.

Fig. 4 shows the operating position of the Card-O-Matic* test set which was developed to test such unit assemblies. The keys shown are used to initiate and control the automatic operation of the test set and in trouble shooting. They are not to be confused with those that perform the actual testing functions described previously for the manual test set. The lamps provide indications of the progress of the tests and of the positions of the watching relays which are also needed to aid in determining the point of circuit failure. The meter type relay in the upper left corner of the operating panel provides a sensitive checking device for audio frequency tests through the voice transmission circuits. The telephone dial affords a simple means of generating any required number of pulses for operating stepping selectors on some types of units. The terminal field in the lower front of the cabinet gives the tester access to the circuit terminals of both the unit under test and the test set for his use in analyzing and locating faults. The upper cabinet was a later addition and contains the multi-contact relays needed to permit testing units with more than one circuit. The row of push buttons are used to select the circuit to be tested.

Fig. 5 is a rear view of the set that shows the perforated insulating card from which the set derives its name. The coded card controls the sequence of test operations and is hung on pins over the field of 1,000 spring plungers (20 × 50) as a part of the setup operation for a particular relay unit. Closing the door and screwing up the hand wheel, which is necessary to provide the force required to depress the plungers, will ground those which coincide with holes in that particular card.

Cross-connection setup of the test leads is achieved by the use of a plug-board such as is commonly used for quick change over on perforated card type business machines. Fig. 6 shows the plug board being inserted into the transport mechanism. The relatively large number of terminals are required because each of 60 test leads must be capable of being patched in to an equivalent number of terminals on a maximum of ten different circuits. Not all of our test sets are equipped with the upper cabinet since most key units have only one circuit and on these a simpler

cross connection fixture is plugged into the location where the lower end of the cable joining the two cabinets is shown terminated in Fig. 5.

A side view of the test set is shown in Fig. 7 to give an indication of the amount of switching equipment and wiring necessary for an automatic test set of this sort. The set is powered from a 120-volt 60-cycle...
source from which are derived the 24-volt dc, 90-volt 20-cycle ringing current and 600-cycle audio tone supplies that are required. The test circuit features include tone transmission checking, dial pulsing, 90-volt 20-cycle ringing and ground and battery supplied either directly or under relay control. Other battery and ground relays are available for checking the response of the circuit under test.

These test features have been sufficient to perform operation tests on most relay units associated with key telephone systems. The test cycle is fast and the twenty test steps can be performed in approximately ten seconds. The lamp indications given when the test is interrupted by an open-circuited chain lead, convey information to the tester as to which test step is involved and when any pairs of signal and watch relays fail.

Fig. 6 — Insertion of cross-connection plug board into Card-O-Matic test set.
Fig. 7 — Interior of Card-O-Matic test set.
to match each other. Simplified circuit sketches which show the interconnection of test set and wired unit circuits are provided to enable the tester to determine quickly the cause of the failure.

The Card-O-Matic test set, while performing admirably on the relatively simple relay circuits within its range and capabilities, falls down on the more complicated relay switching circuits used in telephone central offices for several reasons. The most important of these are:

1. A fixed cycle within a maximum of twenty steps with any one coded card.

2. No provision for alternate or optional circuit conditions on a card.

3. The only power supplies provided to operate relays are negative 24-volt dc and 90-volt 20-cycle ringing whereas telephone office units frequently also require negative 48-volt and positive 130-volt dc as well as positive or negative biased ringing currents for party line ringing.

4. The increase of either test steps or features would increase the size of the perforated card beyond a practical size.

THE TAPE-O-MATIC TEST SET

The experience gained in the design and successful operation of the Card-O-Matic test set led naturally to the exploration of ways and means whereby a more versatile and comprehensive set could be devised. The five hole coded perforated teletype tape was selected as a cheap and flexible programing device. It afforded a means of providing a test cycle of any required length and, since the perforating and reading mechanisms were already available, it appeared to be nearly ideal for its purpose.

Consideration was given to the following desirable features all of which were incorporated in the design of the new set:

1. Provision for cross-connecting (under control of the coded tape) any test set circuit to any terminal of the circuit under test for as long as necessary and then disconnecting for reuse in later testing steps if required. This would greatly extend the range and capabilities of the set.

2. Provision for several power voltage sources which could be selected as required to meet the normal telephone office voltage requirements of the unit under test.

3. Provision for alternate or optional tests to be coded into the tape to meet the various circuit arrangements that may be wired into the unit as required by the Telephone Company who is our customer. Such optional test arrangements could be applied by the test set under the control of keys to be operated by the tester as part of the setup at the start of the tests.
4. Provision for stopping the test cycle to enable the tester to perform manual operations such as inserting a test plug in a jack on the unit or insulating relay contacts in order to isolate portions of the circuit for test simplification and to obtain a more detailed test.

5. Provision of improved lamp indications to aid the tester in clearing wiring faults or in locating defective apparatus. These would include the necessary information as to which test set circuits are connected to which unit terminals as well as which relays of the wired unit should be operated at that stage of the test cycle.

6. Provision for connecting several terminals of the unit under test together as a means of providing circuit continuity where required.

7. Provision for measuring resistance values of circuit components.

8. Provision for insertion of various resistors in battery or ground leads to control currents to desired values.

9. Provision for checking voice transmission paths through non-metallic circuits such as transformers or capacitors.

10. Provision for measuring circuit operating times in steps of approximately 100 milliseconds.

11. Provision for sending and receiving dial pulses.

12. Provision for a single code for releasing all test connections and conditions previously established by the coded tape as a means of quick disconnect. This is in addition to the release of individual connections mentioned in (1) above.

13. Provision for audible and visual indications of completion of a successful test cycle.

Through the use of two letters (each of which has its own combination of the five holes) for each signal it was possible to obtain the over 500 codes required to control all test and switching functions even though the teletype keyboard has only 32 keys. The only Teletype transmitter (tape reader) available when the test set was first designed operated at a speed of 368 operations per minute and was arranged for sequential read out on two wires by means of a commutator. Conversion to five wire operation and removing the commutator permitted reading each row of holes simultaneously. The gearing was also changed to permit 600 operations per minute but even so the hole reading contact dwell time was increased from approximately 20 milliseconds to 70 milliseconds for more reliable operation with ordinary telephone relays.

The machine which was designated as the Tape-O-Matic* test set, is shown in Fig. 8 in operation on a typical wired relay unit mounted in its shipping frame. The contact fixture is attached to the unit terminal

* Patent No. 2,328,750.
Fig. 8 — Tape-O-Matic test set in operation.

strip and cabled to a gang plug which in turn is plugged into a receptacle behind the operator. These leads are extended through a duct to the metal enclosure at the base of the set for entry to the test set proper. The coded tape is dropped into the receptacle at the side of the key shelf to which it returns after its traverse through the reader. A row of circuit breakers on the end of the key shelf control the application of
and provide protection for the various power supplies. Two of these supplies are mounted on the top of the set.

The rows of vertical push button keys on the key shelf afford the tester a means of determining (for trouble shooting purposes) the association (through lamp display signals) of the wired unit circuit terminals with those of the test set and the corresponding test voltages which are connected at that particular stage of the test. The lamp display panel also indicates which test set circuits are in use and through fast or slow (0.5 or 1 second) flashes whether the fault thus indicated is the result of a failure to meet either an expected condition or the occurrence of an unexpected condition. This feature is illustrated in Fig. 9 which shows one link of the chain leads which extend through all pairs of signal and watching relays for the check of satisfaction of all test conditions and the application of steady or interrupted ground to the associated test feature lamp. The operating condition of all test set key relays as previously established by the tape is also indicated by the display lamps. Another type of information obtained from the lamp display panel which is valuable to the tester in trouble clearing is the indication of the particular unit relays which should be operated at that part of the test cycle. By checking the lamps against the operated or non-operated position of the relays he can frequently localize the fault in a minimum of time.

As mentioned above an important part of the test set flexibility is the ability of the tester to set up the test set to test only those optional circuit arrangements which are provided in any particular unit ordered

Fig. 9 — Chain circuit showing watching relay function.
by the customer. Failure to provide this would result in fixed test cycles and many more tapes, which might be similar but varying only in regard to the options, would have to be prepared. Figure 10 shows the lower portion of the lamp display panel with the push-pull option keys on the bottom row. Directly above are the manual operation keys with their associated lamps which the tester must operate to cause the test set to resume the testing cycle after it has stopped for him to perform a manual operation.

A side view of the interior of the set is shown in Fig. 11. Two bays each facing the opposite direction from the other are housed within the cabinet and are used for mounting the crossbar switches and telephone type relays which are the principal circuit components. Two doors on
Fig. 11 — Interior of Tape-O-Matic test set.

each side give convenient access to all wiring and apparatus for maintenance purposes.

A fairly large portion of the mounting space is occupied by the cross-bar switches which perform the functions of interconnecting the circuit terminals of the unit under test and those of the test set. They also connect the proper voltages to these circuits. The switching plan Fig. 12
shows in abbreviated diagramatic form that the unit terminals 0-99 appear on the horizontal inputs of the two 10 × 20 and one 10 × 10 switches that comprise the primary group. The horizontal multiple of these switches are split so that each section runs through five verticals to afford connection to each of the hundred unit terminals.

The vertical outputs of the primary switches are connected to the horizontal inputs of the two 10 × 20 secondary switches. The horizontal multiple of these switches are split so that each section runs through eight verticals. The verticals of the secondary switches are linked to the horizontals of the two 10 × 20 tertiary switches which have their

Fig. 12 — Switching plan.
multiple split into groups of ten. The 40 verticals of the latter are con-
nected directly to the 40 test set feature circuits designated 0-39.

Two additional $10 \times 20$ crossbar switches perform the function of
connecting any of the five power or five multiple terminations to any
of the forty test set features. These terminations are comprised of 5
loops and one each of ground, negative 24 volts, negative 48 volts, 90-
volt 20-cycle ringing current and positive 130 volts.

Thus it can be seen that, through proper operation of the primary,
secondary, tertiary and terminating crossbar switch cross points, a
path can be established from any circuit terminal to any test set feature
and supplied with any of the available power or loop terminations. It is
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also apparent that several paths can be found that will satisfy any one
switched connection. Paths are assigned in sequence by a series relay
loop circuit. The entry point on this circuit is changed periodically to
distribute wear on the relays and switch cross points.

Although only one lead for the switched circuit is shown for each
cross point in Fig. 12 there are actually four leads through corresponding
pairs of contacts through each cross point. The remaining leads are
associated with the holding and signalling functions of the switch.

The block schematic (Fig. 13) shows the principal functions which
must be included in an automatic test set of this sort. A somewhat more
detailed schematic is presented in Fig. 14 in order to show the functions
of the forty test features 0-39. These are tabulated in Table I.

The coding of the two letter combinations in the tape must follow a
definite sequence in order that the machine may recognize and act on
the information it receives. This sequence is as follows:

1. Code FW to stop the tape at the end of the reset cycle after which
tests will proceed when the start button is pressed. This is the first code
on all tapes.

2. Codes to set up crossbar switches to connect each circuit terminal
to its proper test set terminal and the proper termination. Knock down
or release codes may also be sent.

3. Codes to operate or release “Key” relays. These relays are shown
without windings in Fig. 14.

4. Codes to operate or release the watching relays associated with
the “Signal” relays which are shown with windings in Fig. 14.

5. Codes to operate or release relays controlling the lamps associated
with relays in the circuit under test to aid in trouble shooting.

6. Codes to delay the timing out interval up to a maximum of ten
seconds.

7. Code FJ which checks the matching of all signal and watching
relays through the chain circuit for satisfaction of all test conditions
being applied.

In addition to the above, additional codes can be inserted after each
FJ test signal to stop progress of the test to permit the tester to perform
some required manual operation. After completion of this step he presses
a button associated with that operation and the test proceeds. Option
codes can also be inserted at the beginning and end of each testing step
to permit bypassing of that part of the tape if the corresponding option
keys are operated at the beginning of the test. A common knock down
code FR can be inserted at any time to release all connections and re-
lays for a quick disconnect and make all test set features available for
Fig. 14 — Functional schematic.
reuse. A final code SC must be put in every tape to operate the OK lamp and gong if a successful test cycle has been performed or conversely to indicate that the tape should be re-run if trouble has been found and cleared during the test cycle to be certain that no new faults have been introduced.

Preparation for testing a particular wired relay unit requires only the selection of a test cable one end of which is equipped with a suitable contact fixture for attachment to the unit terminal strip and the other with a gang plug for connection to the set. The proper tape is selected from a nearby file cabinet and inserted in the gate of the tape reader as shown in Fig. 15. The tape is stored in a cardboard carton $3\frac{3}{4} \times 4$

<table>
<thead>
<tr>
<th>Feature Numbers</th>
<th>Description of Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>High sensitivity relay circuit. Simulates 1,800-ohm sleeve circuit for busy test and general continuity through high resistance circuits.</td>
</tr>
<tr>
<td>1 and 2</td>
<td>Simulates the distant tip and ring terminations of a subscriber or exchange trunk. Provides for ringing, tone receival, dial pulse sending, line resistance, high-low or reverse battery supervision, pad control, continuity, and resistance verification.</td>
</tr>
<tr>
<td>3 and 4</td>
<td>Auxiliary tip and ring circuit for holding, checking continuity, receival of tone on four wire or hybrid coil circuits. Loss range of less than 0.5 db, 0.5 to 1.5 db, 1.5 to 6 db and 6 to 15 db can be checked.</td>
</tr>
<tr>
<td>5 through 19</td>
<td>Direct connections for supplying any of the ten terminating conditions.</td>
</tr>
<tr>
<td>20</td>
<td>Simulates low or medium resistance sleeve circuits for marginal tests.</td>
</tr>
<tr>
<td>21 and 22</td>
<td>Simulates the local tip and ring terminations of a switchboard or trunk circuit. Provides for ringing and dialing receival, high-low reverse battery supervision, transmission pad control, tone transmission, continuity and resistance check by balance.</td>
</tr>
<tr>
<td>23 and 24</td>
<td>An auxiliary tip and ring circuit for holding, checking continuity, tone transmission on four-wire hybrid coil circuits.</td>
</tr>
<tr>
<td>25 through 34</td>
<td>Low sensitivity relay circuits for general continuity checking.</td>
</tr>
<tr>
<td>35</td>
<td>A circuit for checking balance on the (M) lead of composite or simplex signalling circuits and for checking receival of none, one or two pulses.</td>
</tr>
<tr>
<td>36 and 37</td>
<td>Medium sensitivity relay circuits for continuity checking.</td>
</tr>
<tr>
<td>38 and 39</td>
<td>Direct connections for supplying any of the ten terminations.</td>
</tr>
</tbody>
</table>
Fig. 15 — Perforated tape being inserted in reader.

inches in size, the label of which carries all pertinent information required for setup of the option keys, preliminary tests and manual operations during test. A separate 12 conductor cable equipped with individual test clips permits connection to internal parts of the circuit if needed for adequate tests. No other information than that on the box label, the circuit schematic and the lamp panel display is needed by the tester to operate the test set and to analyze and locate circuit faults when they occur.

With the tape inserted, the test connections established and any preliminary operations performed the tester has only to push the RESET button to index the tape to the initial perforation on the tape and the START button to initiate the test cycle. The set will continue to operate until either a circuit trouble is encountered or a manual operation must be performed. After a defect has been repaired, the automatic progression of the tape is again started by the momentary depression of the STEP button. When a manual operation is performed the tape is restarted by the momentary depression of the red button associated with the lighted manual operation lamp signal.
As might be expected the easy setup, automatic testing and superior trouble indicating features of the Tape-O-Matic test set have materially improved the quality and reduced the testing time and effort required for wired relay units as compared to the older manually operated sets. The average time per circuit for six representative units are shown graphically in Fig. 16. One time consuming operation on manual testing is the start up time allowance for reading and understanding the written test instructions which has no counterpart in the Tape-O-Matic tests and this alone represents a sizeable gain. The handling time of the unit itself is the only operation which is not reduced in automatic testing.

HISTORY

The initial Card-O-Natic test set was installed in 1938 in the Western Electric, Kearny, New Jersey plant. Post war and subsequent expansions of production levels have necessitated construction of six more sets of improved design of the type described earlier in this article.

The first three Tape-O-Matic test sets were built in 1942 for the Wired Relay Unit Shop and additional sets have since been constructed to bring the number to twenty-six including six that are used in testing trunk units in the Toll Crossbar Shop. They have performed admirably with few changes from the initial design. They have been used to test well over a million wired units with a minimum of maintenance. This
may be accounted for, in part, by the fact that most of the component parts are telephone type apparatus designed for heavy duty use.

A maintenance feature is the use of 18 specially coded tapes which, together with a properly strapped input plug, permit the maintenance technician to obtain indications on the lamp display panel of the performance of the set.

Nearly three thousand tapes have been coded to date. Of these approximately two thousand are in active use on the many types of wired relay units made at the Kearny plant. More tapes are being added weekly as the Bell System telephone plant grows in size and complexity.

CONCLUSION

Automatic testing of wired relay switching circuits has been successfully applied to the manufacture of these equipments at the Kearny, New Jersey, plant of the Western Electric Company for a number of years. Even though the total production is large, manufacture is essentially of a job lot nature due to large number of types made and is further compounded by the optional circuit arrangements that may be ordered. The solution to the problem was found through provision of flexibility in programing and cross connection leading to quick setup, rapid testing and improved transmittal of essential information to the tester to aid him in clearing circuit faults.
Automatic Machine for Testing Capacitors and Resistance-Capacitance Networks

By C. C. COLE and H. R. SHILLINGTON

(Manuscript received May 8, 1956)

The modern telephone system consists of a variety of electrical components connected as a complex network. Each year, millions of relays, capacitors, resistors, fuses, protectors, and other forms of apparatus are made for use in telephone equipment for the Bell System. Each piece of apparatus must meet its design requirements, if the system is to function properly. This article describes an automatic machine developed by the Western Electric Company for testing paper capacitors and resistance-capacitance networks used in central office switching equipment.

INTRODUCTION

The capacitors discussed in this article are the ordinary broad limit units made with windings of paper and metal foil, packaged in a metal case. They include both single and double units in a package, connected to two, three, or four terminals. The networks consist of a capacitor of this same type connected in series with a resistor.

The testing requirements for capacitors include dielectric strength, capacitance, and insulation resistance. These same tests plus impedance measurements are specified for networks. In general, requirements of the kind involved here could be adequately verified by statistical sampling inspection. However, in equipment as complex as automatic telephone switching frames, even the minor number of dielectric failures that would elude a properly designed sampling inspection would result in an intolerable expense in the assembly and wiring operations. While engineering considerations thus called for a detailed inspection for dielectric breakdown, it was recognized that detailed inspection of the other electrical requirements could be obtained at no additional expense for labor with automatic testing machines.
DESIGN CONSIDERATIONS

In the development of this machine, the designer was faced with the same problems that obtain in the conception and design of any unit of complex equipment. These included the economic feasibility, reliability, simplicity, and versatility of such a machine.

Economic Feasibility

This can be determined by comparing the cost of performing the operations to be made by the proposed machine with the cost by alternative methods. Estimates indicated that the cost of the machines could be recovered within two years by the saving in labor that would be effected.

Reliability

Reliability has two connotations, (1) freedom from interruptions of production because of mechanical or electrical failure and (2) consistent reproducible performance. A rugged mechanical design combined with the use of the most reliable electrical components available is necessary. In addition, safeguards are required to protect the equipment from mechanical or electrical damage. To achieve consistent reproducible performance, it is important that testing circuits of adequate stability be used. Besides, it was recognized that each circuit should be so arranged that in case of a circuit failure, there would be immediate and positive action by the machine to prevent acceptance of defective product. All circuits are designed to provide positive acceptance. This means that the machine must take action to accept each item of product at each test position. In the case of the dielectric strength tests, a self-checking feature is included.

Fig. 1 — Types of capacitors and networks tested.
Simplicity

This type of equipment is operated by non-technical personnel. To minimize the possibility of improper operation of the equipment, it is important that adjustments and judgment decisions by the operator be minimized. From a production standpoint, it is important that the machine be designed to permit quick changes to handle the variety of product to be tested. All "set-ups" are made by the operator and the switching of circuits and changing of contact fixtures are simply and easily done.

Versatility

The product tested by this machine includes a variety of physical sizes and terminal arrangements with a wide range of electrical test requirements (Fig. 1).

a. Physical Sizes. The aluminum containers for this type of capacitors and R.C. Networks all have the same nominal length and width but are made in three different thicknesses.

b. Terminals. The product is made with terminals of two different lengths, two different spacings, and four different patterns connected in eight combinations. It is necessary to provide contact fixtures and switching facilities to handle all of these combinations.

c. Electrical Tests

(1) Dielectric strength tests are made between terminals, and between terminals and can, on single unit packages. Two-unit packages require an additional test between units.

(2) Capacitance: The capacitance of the product to be tested ranges from 0.02 mf to 5.0 mf or any combination within this range in one- or two-unit packages with no series resistance in the case of capacitors, but with a series resistor from 100 ohms to 1,000 ohms in the case of networks. This problem is discussed in more detail in the description of the capacitance test circuit.

(3) Insulation Resistance: The minimum requirements vary from 375 megohms to 3,000 megohms.

(4) Impedance: The RC networks have impedance requirements at 15 kc that range from 100 ohms to 1,000 ohms.

MECHANICAL ASPECTS OF TESTING MACHINE

Packaging of the product precludes a magazine type of feed because the variety of terminal combinations associated with two-unit packages necessitates orientation in the contact fixtures that can not be done by
1. HANDWHEEL FOR POSITIONING TEST FIXTURES.
2. ROTARY FEED MECHANISM.
3. PRODUCT PASSING ALL TESTS EJECTED FROM FIXTURE.
4. INSULATION RESISTANCE TEST PANEL AND TERMINAL COMBINATION "SETUP" SWITCHES.
5. CABINET HOUSING TEST CIRCUITS.
6. CONTAINERS FOR REJECTED PRODUCT.

Fig. 2 — Testing machine in operation.

mechanical means. A turret type construction is used to permit one operator to perform both the loading and unloading operations.

Fig. 2 shows this machine in operation. The networks or capacitors are fed into the fixtures by an operator and as the turret carries the fixtures past the feed mechanism, rollers on the feed mechanism are synchronized with the fixtures and the roller forces the unit under test into the contact fixture against a spring loaded plunger to make contact with the fixture contact springs. Also, synchronized with the feed mechanism is the closing of the gripper hook on the bottom end of the can containing the unit under test.
AUTOMATIC MACHINE FOR TESTING CAPACITORS AND NETWORKS

Fig. 3 — View of rejection and acceptance mechanisms.

Fig. 4 — View of turret.
The acceptance or rejection of a unit under test at any one of the six test positions depends on whether the test on the unit energizes the "acceptance" solenoid associated with that test position. The gripper hook, which locks the unit under test in the contact fixture, is connected to a release shaft, follower arm, and roller (see Fig. 3). The roller rides in a track in which the plunger of each "acceptance" solenoid lies unless removed by energizing the solenoid from its associated test circuit. In the case of a defective unit, the acceptance solenoid is not energized and the roller in passing over the plunger of the "acceptance" solenoid trips the gripper hook and the spring loaded plunger in the contact fixture ejects the defective unit. Units that pass all tests are ejected on a turntable to the left of the operator from which they are stacked in handling trays by the operator.

The turret assembly includes the test fixtures, the gripper hooks and associated release shaft, follower arm and roller, and the brush assembly
connected to the test fixtures. The commutator is stationary and its segments are connected to the test circuit through permanent wiring. Fig. 4 shows the turret. Each fixture has two sections, one above the other, with the contacts wired in parallel. The lower section is designed for making contact to stud mounted units with long terminals and the upper section for strap mounted units with short terminals. To change the machine "set-up" from one fixture to the other, the turret assembly is raised or lowered by means of the hand wheel, shown on Fig. 2, located at the right of the operator. This feature was incorporated in this machine to facilitate rapid "set-up" which is essential for testing small lots. An overload clutch is incorporated in the driving mechanism to prevent mechanical damage to the machine in case of a "jam".

Fig. 5 shows the control panels for dielectric strength and impedance and Fig. 6 shows the control panels for the capacitance circuits.

Fig. 6 — Control panels for capacitance circuits.
Fig. 7 — Simplified schematic of dielectric strength test circuits.
ELECTRICAL ASPECTS OF TESTING MACHINES

Tests are applied to the product in sequence during one revolution of the turret.

1. Dielectric strength test between terminals and can, and between terminals and studs.
2. Dielectric strength test between units in the same can when the can contains two units.
3. Dielectric strength test between terminals of each unit.
4. Impedance test.
5. Capacitance test.
6. Insulation resistance test.

Dielectric Strength Test Circuit Operation

Since the three dielectric strength tests are made on similar circuits, the operation of one of these circuits is described using the nomenclature and circuit designations shown in Fig. 7. A graphic interpretation of the circuit operations shown in Fig. 7 is given in Fig. 8.

The “heart” of each circuit is a calibrated current sensitive relay K2 that operates on minute values of current resulting when a defective unit under test attempts to charge on the “test” commutator position.
Two commutator segments are required to make a dielectric strength test. These segments are known as "initial charge" and "test". After the unit under test has been charged at the test voltage for three seconds on the "initial charge" segment, it passes to the "test" segment in which the unit is again connected to the test voltage through relay K2, current limiting and calibrating resistors R3 and R4 and the contacts on the preset terminal selecting relays K10.

One of the two conditions (under heading A and B below) may be encountered in making this test and the circuit operation for each will be discussed separately.

A. Circuit Operation for Acceptable Product. An acceptable product retains the charge received on the "initial charge" segments and when this unit reaches the "test" segment, no further charging current of a magnitude great enough to operate relay K2 will flow through the unit. Two seconds after the unit under test has been connected to the test segment, a cammed timing switch S4 closes to operate discharge relay K9 to discharge the unit under test to ground through R7. The "self-checking" feature mentioned earlier in this article under "Design Considerations" functions as follows: After the unit under test has been on the "test" segment for approximately 2\frac{3}{8} seconds, a cammed timing switch (not shown) closes the memory test relay K6 which in turn closes the "go" calibration indicator relay K5 and the "A" contacts on this relay grounds the high voltage test circuit through resistor R6. This resistor is of such a value as to permit sufficient current to operate relay K2. The contacts on relay K2 are not adequate to carry much current, so an auxiliary relay K3 is closed through contacts "A" on relay K2. Contacts "B" on relay K3 closes the indicator light circuit I1 and operates relay K11 and the acceptance solenoid K7. Contacts "A" on the same relay lock relay K11. The circuit is reset for the next unit to be tested by momentarily opening the reset cammed switch S2. Relay K11 was added to the circuit to eliminate a "sneak circuit" that occurred occasionally following the reset when relay K5 opened faster than relay K3. This would result in relay K4 operating to reject the next unit tested. Relay K1 is controlled by switch S1 operated by the manual control T1 on the test voltage power supply. The function of this relay is to add calibrating resistor R4 to the test circuit for voltages above 1,000 volts. Resistor R5, relay K8, and switch S3 control the manual calibrating "No Go" circuit for breakdown indicating relay K2.

B. Circuit Operation for Defective Product. Defective product will not retain the charge it received on the "initial charge" segment and when it reaches the "test" segment, current will flow through the breakdown
indicating relay K2 in an attempt to charge the defective unit, but this current will close relay K2 which in turn closes relay K3. This completes the circuit through the “B” contacts of relays K3, K5, and K11 to close memory relay K4. The closure of relay K4 prevents the memory test relay K6 from closing the “go” calibration indicator relay K5, thereby leaving contact “C” open on relay K5 and no power is applied to the “acceptance solenoid” K7 circuit, which rejects the unit under test.

IMPEDEANCE — TEST CIRCUIT OPERATION

The impedance test is made with a 15-kc circuit (see Fig. 9). One arm of the circuit, composed of resistor R12 paralleled by capacitor C5 and the unit under test, is compared with another arm, composed of resistor R11, paralleled by capacitor C4 and either one of two resistance boxes, R13 and R14 respectively, representing maximum and minimum impedance limits. The detector consists of a balanced diode V2 with a 1-0-1 microampere sensitrol relay K24 connected between the diode cathodes. If the impedance of the unit under test falls within the limits for which the resistance boxes were set, the acceptance solenoid will be energized to accept the unit under test. A product outside the preset limits is rejected because the acceptance solenoid is not energized.

The circuit operation is discussed for the following four conditions under A, B, C, and D.

A. Impedance Test on Dual Unit Capacitors

This test is made on capacitors to prevent shipment of resistance-capacitance networks mislabeled as capacitors. Fig. 9 shows dual unit networks connected to the test terminals. Capacitors to be tested are connected to these same terminals. The greater than minimum test cutout relay K18 is preset closed by the switching circuit K23. The cammed memory reset timing switch S14 (normally closed) is opened momentarily to clear relay K19, K20, and K21 at the start of the test.

The sensitrol relay reset switch S16 is cammed shut momentarily to reset the contactor on the sensitrol relay K24. With relay K26 open, the “less than maximum” resistance box R13 is connected to the test circuit. If unit “A” of the dual unit capacitor under test is acceptable product, the contactor on sensitrol relay K24 will close on contact “A”, which applies power to close and lock test No. 1 “less than maximum” memory relay K19. Cam operated switch S13 applies power to close relay K26 to connect the “greater than minimum” resistance box R14 into the test circuit. This resistance box is set on zero ohms when capaci-
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Fig. 9 — Simplified schematic of impedance test circuits.
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tors are tested. Sensitrol relay reset switch S16 is cammed shut momentarily to reset sensitrol relay K24, after which the sensitrol relay contactor closes on its “B” contact, thereby applying power to close and lock test No. 1 “greater than minimum” memory relay K21.

Switch S13 is cammed open which opens relay K26 and connects the “less than maximum” resistance box R13 into the test circuit. At the same time switch S12 is cammed shut to close relay K27 which disconnects unit “A” from test and connects unit “B” to the test circuit. Switch S16 is cammed shut momentarily to reset the sensitrol relay contactor. If the unit “B” on test is an acceptable product, the sensitrol relay contactor will close on its “A” contacts and applies power to close and lock test No. 2 “less than maximum” memory relay K20 through contacts “B” of relay K27.

Switch S13 is cammed shut to close relay K26 and connect the “greater than minimum” resistance box R14 into the test circuit. Switch S16 is cammed shut momentarily to reset the sensitrol relay K24 after which its contactor closes on the “B” contact for acceptable product. Memory circuit timing switch S15 is cammed shut and power from one side of the 110 volt ac line flows through the acceptance solenoid, contacts “A” on relay K19, contacts “A” on relay K20, the closed contacts on relay K18 to the other side of the 110-volt ac line to close K25 and to accept the dual unit capacitor under test. The failure of either relay K19 or K20 to operate because of defective product tested opens the acceptance solenoid circuit and rejects the capacitor tested.

B. Impedance Test on Single Unit Capacitors

The impedance test on a single unit capacitor is identical with the testing of dual unit capacitors, except test No. 2 cutout relay K22 is preset closed and test No. 2 “less than maximum” memory relay K20 is not operated since only a single unit is tested.

C. Impedance Test on Dual Unit Networks

The impedance test on dual unit networks is identical with the test for dual unit capacitors, except the “greater than minimum” test cut-out relay K18 is not preset closed and the resistance boxes R13 and R14 are set to represent maximum and minimum limits.

D. Impedance Test on Single Unit Networks

The impedance test on single unit networks is identical with the test of dual unit networks except test No. 2 cutout relay K22 is preset closed for the same reason given above for the test of single unit capacitors.
CAPACITANCE TEST CIRCUIT OPERATION

The wide range of capacitance values to be measured, both with and without the series resistance in resistance-capacitance networks, and the one and two-unit construction of the product imposed limitations on the type of capacitance measuring circuits that could be used in this machine. The method selected consists of modified Weston Model 372 microfarad meters that automatically set up external circuits associated with the meters to accept or reject the product as determined by limits preset into the machine.

Two decade capacitance boxes, having a range from 0.001 to 1.0 mf in steps of 0.001 mf are connected in series or parallel with the capacitor on test to make the resultant capacitance fit the range of the meter and control the maximum and minimum limits. This procedure increases the number of capacitor codes that may be tested on a given meter. Capaci-
tors from 0.02 to 5 microfarads are tested on this machine to an accuracy of ±2 per cent.

The modified microfarad meters are equipped with two brass segments, covered with an overlay of silver (Fig. 10). These segments are mounted end to end in a predetermined cutout portion of the meter scale, representing maximum and minimum capacitance conditions. The physical distance between the adjacent ends of these two segments is as small as possible without the two segments touching. A small silver contact is mounted on an insulated portion of the meter pointer, directly above but not touching the segments while the meter pointer traverses its arc of rotation. The armature of the relay, mounted on the meter, actuates a contactor arm which forces the silver contact on the pointer down against the silver overlay segment, thus closing external circuits connected to the segments and contactor.

The testing machine is equipped with three ranges of the special microfarad meters as follows:

1. Suppressed scale from 1.2 to 1.8 mf, with the dividing point between the two segments at 1.60 mf.
2. Suppressed scale from 0.25 to 0.75 mf, with the dividing point between the two segments at 0.63 mf.
3. Suppressed scale from 0.051 to 0.075 mf with the dividing point between the two segments at 0.062 mf.

Two meters for each of the above ranges are necessary in each testing machine, one for each unit in a dual unit. Likewise, four capacitance boxes are necessary, two for each unit in a dual unit.

The discussion that follows, which is divided into two headings, A and B, is a detailed description of the capacitance test circuit. The circuit component designations are those shown in Fig. 11.

A. Capacitance Test on Dual Unit Capacitors or Networks

The cammed switch S5 is opened momentarily at the beginning of the test to restore the test circuit to normal; following this, the cammed switch S8 closes and operates relay K14, which applies power and closes the power supply circuit through the microfarad meters and the capacitor on test.

The capacitance decade box “less than maximum” C2 is shown in series with test capacitor No. 1 by the preset series-parallel switch S10, and in a like manner a capacitance box is connected in series with test capacitor No. 2.
Fig. 11 — Simplified schematic of capacitance test circuits.
Note: The capacitance decade box for Test No. 2 is not shown in Fig. 11. Also, only the segments for M2 Test No. 2 microfarad meter are shown.

If capacitor units No. 1 and No. 2 under test are acceptable product, the pointer on the microfarad meters M1 and M2 will both swing to segment “A”. The cammed switch S7 will close and energize the relay on the microfarad meters (not shown on meter M2) which will operate the meter contactor and close the circuit through segments “A” of meters M1 and M2 and apply 24 volts dc to close and lock the “less than maximum” memory relay K12.

The cammed switch S7 is opened to release the meter pointer from segments “A” on M1 and M2. Cammed switch S8 is opened momentarily to release relay K14 which removes the test voltage from the capacitors on test and from meter M1 and M2. During this interval cammed switch S11 is closed to energize relay K16 which connects the “greater than minimum” capacitance box C3 in series with capacitor unit No. 1 on test and meter M1. In a like manner a second “greater than minimum” capacitance decade box (not shown on Fig. 10) is connected in series with capacitor unit No. 2 and microfarad meter No. 2. If the capacitor units No. 1 and No. 2 under test are acceptable product, the microfarad meter pointers will swing to segments “B”. The cammed switch S7 will close and energize the relay on the microfarad meters M1 and M2 which will operate the contactor that depresses the M1 and M2 meter pointers against segments B and closes and locks the “greater than minimum” memory relay K13. With relays K12 and K13 closed as described above, the cammed switch S6 is closed which operates the acceptance solenoid K17 through the “A” contacts on relays K12 and K13 to accept the dual unit capacitor under test.

It may be readily observed that in case either or both of the capacitor units on test are out of limits, the circuit will not close either or both relays K12 and K13, which would leave the acceptance solenoid K17 circuit open, and the product would be rejected.

B. Capacitance Test of Single Unit Capacitors or Networks

The capacitance test of single unit capacitors is the same as for dual unit capacitors, except test No. 2 circuit and test No. 2 microfarad meter M2 are not used. Test No. 2 cutout relay K15 is closed to apply ground to its contacts B and D.
Fig. 12 — Simplified schematic of insulation resistance test circuits.
INSULATION RESISTANCE TEST CIRCUIT OPERATION

In general, the insulation resistance test consists of a charging period and a test period. The charging of the unit under test requires 10 positions or 30 seconds time to insure that the unit is thoroughly charged before it reaches the test position. At the test position the capacitor or network on test is connected to form part of a voltage divider in the grid circuit of a sensitive balanced detector. This sets up relays to accept or reject the unit under test depending on whether the unit meets the limits for which the circuit was preset and calibrated. Two insulation resistance circuits are required, one for each unit in a dual unit capacitor or network. A calibrating circuit is provided by switch S23 and resistors R41, R42, and R43.

The discussion that follows is a detailed description of the sequence of operation of the insulation resistance test circuit. The component designations are those shown on Fig. 12. The discussion is divided into two headings A and B as follows:

A. Insulation Resistance Test on Dual Unit Capacitors or Networks

The capacitor or network on test is automatically connected in succession to the INITIAL CHARGE POSITION, the LONG SOAK POSITION and FIVE CONDITIONING POSITIONS which assures that the acceptable product is thoroughly charged before it reaches the test position. The switching circuits K28, K29, K30, K31 switch S18, and the temperature compensating switch S17 are manual preset switch circuits for the particular code on test.

For the sake of simplicity, the balanced detector and the reset solenoid for sensitrol relay K34 for test circuit No. 2 are not shown. If the insulation resistance of the units on test meets the limits for which the circuit was calibrated and preset, the contactor on K33 and K34 both close on the “A” contacts. Switch S20 is then cammed closed to apply power through the “A” contacts on the sensitrol relays to energize the acceptance solenoid K36 to accept the units on test. At the close of the test, capacitor discharge timing switch S22 is cammed closed, thereby closing the capacitor discharge relay K32 which discharges the units on test before they are ejected as acceptable product. It may be readily observed from the schematic that a unit or units defective for insulation resistance will fail to close either or both of the “A” contacts on the sensitrol relays K33 and K34, which leaves the acceptance solenoid circuit K36 open, thereby rejecting the units tested.
B. Insulation Resistance Test on Single Unit Capacitors or Networks

The insulation resistance test on single unit capacitors or networks is the same as for dual units, except the second test circuit is not required and test No. 2 cutout switch S21 is closed to operate test No. 2 cutout relay K35 which eliminates the second test circuit and its sensitrol relay K34.

CONCLUSION

This machine has been in successful operation on a multishift basis for several years and has proven itself economically. Inspection of the product tested shows that the machine's performance, quality wise, is highly satisfactory. Difficulties that have been encountered were largely those associated with product handling, contact fixtures, etc. Machines of this type that are planned for the future will make use of circuitry developed since this machine was built, but many of the features described will be incorporated.
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A 60-Foot Diameter Parabolic Antenna for Propagation Studies*

By A. B. CRAWFORD, H. T. FRIIS and W. C. JAKES, JR.

(Manuscript received February 2, 1956)

A solid-surface parabolic antenna, sixty feet in diameter and of aluminum construction, has been erected on a hilltop near Holmdel, New Jersey. This antenna can be steered in azimuth and elevation and was specially designed for studies of beyond-the-horizon radio propagation at frequencies of 460 mc and 4,000 mc.

The electrical properties of the antenna and the technique of measurement are described; construction and mechanical details are discussed briefly.

INTRODUCTION

Studies in recent years have demonstrated that transmission of useful amounts of microwave energy is possible at distances considerably farther than the horizon. The exact mechanism responsible is not as yet completely understood, although scattering by atmospheric irregularities seems to play a significant part. A program to study the nature of these effects has been started at the Holmdel Laboratory. An important and necessary tool for this work is a steerable antenna having unusually high gain and narrow beam width. Such an antenna has been built, and it is the purpose of this paper to describe its design and the methods used to measure its radiation properties.

DESCRIPTION OF THE ANTENNA

The antenna is a 60-foot diameter paraboloid made up of forty-eight radial sectors, each constructed of sheet aluminum. Each sector is held to the correct doubly-curved surface by reinforcing ribs, and all are fastened to a central hub eight feet long and thirty inches in diameter. During assembly, the axis of the paraboloid was vertical; thus no scaf-

*This work was supported in part by Contract AF 18(600)-572 with the U.S. Air Force, Air Research and Development Command.

Fig. 1 — Fastening the radial sectors to the hub.

folding was required. Figs. 1 to 5 illustrate the paraboloid construction and support. The weight of the antenna is carried on a vertical column which is mounted on bearings to permit movement in azimuth. The column is held upright by a tripod structure. The central hub of the paraboloid is fastened to a steel girder which extends to the rear along the paraboloid axis and is pinned to a yoke carried by the vertical column, thus permitting movement in elevation. The antenna is scanned by two motors mounted on an A-frame and connected to the end of the axial girder by crank mechanisms. The total scanning range of the antenna is about $3^\circ$ in both azimuth and elevation.

The antenna is designed for use at frequencies of 460 mc and 4,000 mc. The tolerance on the parabolic reflecting surface is set by the higher frequency and thus must be $\pm \frac{\lambda}{16}$ inch to meet the usual $\pm \frac{\lambda}{16}$ criteria. The focal length is 25 feet, so that the total angle intercepted by the paraboloid as seen from the focal point is $124^\circ$. Design of a feed horn for
this angle so that the illumination is tapered to $-10 \text{ db}$ at the edge of the paraboloid is not difficult; the horn used is diagramed in Fig. 6, with dimensions given in wave-lengths. The feed horn is mounted in a tripod support extending out from the front surface of the paraboloid. It is made strong enough so that two 460 mc horns can be mounted side by side.

The paraboloid itself weighs approximately $5\frac{1}{2}$ tons; the frontal wind load for a 100 mph wind is about 40 tons. It is expected that winds of this force will be withstood.

The antenna is mounted atop Crawford Hill near Holmdel, New Jersey, at an altitude of 370 feet. It is aimed towards Pharsalia, New York, a distance of about 171 miles.

MEASUREMENT TECHNIQUE

The two important properties of the antenna which had to be determined before it could be put into use were its gain and radiation pattern at the operating frequencies of 460 mc and 4 kmc. It was also hoped to

Fig. 2 — Assembling the sectors.
Fig. 3 — The completed antenna.

Fig. 4 — Front view of the paraboloid.
measure these properties at 9.4 kmc to get some idea of how good the mechanical tolerances actually are.

The first requisite for making antenna measurements is a sufficiently uniform incident field. The source producing this field must be located at a distance of at least $2b^2/\lambda$, ($b$ is the paraboloid diameter), which means a distance of about 0.6 mile at 460 mc, six miles at 4 kmc, and thirteen miles at 9.4 kmc. An obvious and convenient place for the sources was at Murray Hill, 22.8 miles away, which is on the transmission path to Pharsalia. Having located the sources at a suitable distance it was then necessary to test the incident field for uniformity. A 64-foot
tower was used for this purpose, and the variation of the incident field with height was measured before the antenna was erected. Figs. 7 and 8 show a typical set up. Height runs were taken at intervals of 15 feet along a line normal to the direction of transmission in the plane which would eventually contain the antenna aperture. The results of these tests showed that the Murray Hill location was satisfactory for the 4 and 9.4 kmc sources, with ground reflections giving rise to ±1 db variations with height. In each case several complete cycles occurred in the 60-foot height run so that an average signal level could be established with an accuracy of a few tenths of db.

However, at 460 mc the variation with height was about 5 db, and only a portion of one cycle was available, so that the average signal could not be determined. The solution was to bring the source to a location as close as possible to the effective ground reflecting surface. Such a location was found at the far edge of a large body of water lying in the path, and the source antenna was placed in a mobile truck 10 feet above the water and eight miles away. The resulting variation with height was now only about 1 db.

In all cases the variation of field at right angles to the direction of transmission was found to be no worse than ±1 db; thus it was felt that suitable sources for test at all three frequencies were now ready.
The standard method of measuring the gain of a microwave antenna is to compare the signal received from the antenna to that from another antenna whose gain is accurately known. A pyramidal horn of about 20 db gain is usually used as the standard. Such horns are readily available at 4 kmc and 9.4 kmc, and, in principle, also at 460 mc. Under the present set up, however, the physical dimensions of the standard horn were limited by the necessity of raising the horn on a carriage attached to the 64-foot tower. The largest horn that could be so mounted had an aperture of 4 feet × 4 feet, or 1.8λ on a side at 460 mc. Since the gain of a horn of this small aperture size cannot be accurately calculated by the usual formulas a scale model was made and tested at 4 kmc. The result of this test showed that the actual horn gain was 15.05 db, which is about 0.4 db more than the calculated gain.

A typical gain measurement on the 60-foot paraboloid was thus made as follows:
1. The feed position and antenna orientation were adjusted to obtain maximum received signal level.

Fig. 8 — Position of height run tower during gain measurements.
2. The average incident field was determined by a height run with a standard horn.

3. The decibel gain of the antenna was then calculated by adding the db gain of the standard horn to the db difference in the signal levels determined in (1) and (2).

The problem of adjusting the 60-foot antenna for maximum received signal at 4 kmc and 9.4 kmc was complicated by the scintillations of the

Fig. 9 — A view of the antennas at Crawford Hill used for beyond-the-horizon propagation studies and showing the 60-foot, a 28-foot and an 8-foot paraboloid, the latter between the two larger ones.
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TABLE I

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Area Gain, db</th>
<th>Gain, db Meas.</th>
<th>Ratio of Effective Area to Actual Area</th>
<th>3 dB beam width</th>
<th>1st Minima</th>
<th>1st Minor lobes</th>
</tr>
</thead>
<tbody>
<tr>
<td>460 mc</td>
<td>38.90</td>
<td>37.0 ± 0.1</td>
<td>0.65</td>
<td>2.35°</td>
<td>2.45°</td>
<td>—</td>
</tr>
<tr>
<td>3.89 kmc</td>
<td>57.44</td>
<td>54.6 ± 0.2</td>
<td>0.52</td>
<td>0.28°</td>
<td>0.3°</td>
<td>-23db</td>
</tr>
<tr>
<td>9.40 kmc</td>
<td>65.12</td>
<td>61.1 ± 0.5</td>
<td>0.40</td>
<td>0.12°</td>
<td>0.14°</td>
<td>-18db</td>
</tr>
</tbody>
</table>

*The area gain is defined as $10 \log \frac{4\pi A}{\lambda^2}$, where A is the paraboloid projected area, 2,830 square feet.

incident field at these frequencies due to the remote location of the source. Accordingly, instead of adjusting the feed position for maximum signal level, it was adjusted to give vertical and horizontal radiation patterns having the best possible symmetry, deepest minima, and lowest minor lobes. It was then assumed that this was also the point of maximum gain. At 460 mc the scintillations were so small that the conventional technique of adjusting for maximum output was effective.

A double detection receiver was used for making all measurements. Signal level decibel differences were established by an attenuator in the intermediate frequency (65 mc) channel, and could be determined to an accuracy of ±0.02 db.

RESULTS

Carrying out the measuring procedure described above the results given in Table I were obtained. At 460 mc the restricted scanning range did not permit inspection of the minor lobes.

CONCLUDING REMARKS

The overall performance of this antenna is considered to be excellent. In general the radiation patterns are clean with satisfactory minor lobe structure. The good performance at 9.4 kmc (61 db gain) is particularly gratifying, since the mechanical tolerance of ±3/16 inch is equivalent to ±λ/7 at this frequency.

As stated earlier, this antenna was designed to provide a research tool for propagation studies and thus has some features which are neither necessary nor desirable in an antenna intended primarily for communication use. A consideration of the problem of providing a sturdy 60-foot
antenna for fixed point-to-point service led to the square "bill-board" design* and antennas of this type are now in production.
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The Use of an Interference Microscope for Measurement of Extremely Thin Surface Layers

By W. L. BOND and F. M. SMITS

(Manuscript received March 15, 1956)

A method is given for the thickness measurement of p-type or n-type surface layers on semiconductors. This method requires the use of samples with optically flat and reflecting surfaces. The surface is lapped at a small angle in order to expose the p-n junction. After detecting and marking the p-n junction, the thickness is measured by an interference microscope. Another application of the equipment is the measurement of steps in a surface. The thickness range measurable is from $5 \times 10^{-6}$ cm to $10^{-3}$ cm.

INTRODUCTION

Extremely thin p-type or n-type surface layers can be obtained on semiconductors by recently developed diffusion techniques.\(^1\)\(^2\) Layer thicknesses of the order of $10^{-4}$ cm are currently used for making diffused base transistors.\(^3\)\(^4\) The thickness of the diffused layer is an important parameter for the evaluation of such transistors. Its measurement is facilitated by lapping a bevel on the original surface, thus exposing the p-n junction within the bevel where the thickness appears in an enlarged scale. With a sharp and well defined angle, one would obtain the thickness by the measurement of the angle and of the distance between the vertex and the p-n junction.

However, it is extremely difficult to obtain vertices sharp enough for measurements of thicknesses of the order of $10^{-4}$ cm. To avoid this difficulty, an interferometric method was developed in which the depth is measured directly by counting interference fringes of monochromatic light. The method can also be used for the measurement of small steps

---

and similar problems occurring, for example, in the evaluation of controlled etching and of evaporated layers.

**PRINCIPLE**

A half-silvered mirror is brought into contact with a reflecting surface. If this combination is illuminated with monochromatic light, one observes interference fringes. Dark lines appear where the distance between mirror and surface is \( n \times \lambda/2 \), where \( n \) is an integer. Between two points on adjacent fringes the difference in this distance is therefore \( \lambda/2 \). Hence the fringes can be regarded as contour lines for the distance between the mirror and the surface under consideration. Since the mirror is optically flat, one can deduce the profile of the surface. Equidistant and parallel fringes, for example, prove the surface to be flat. By taking the profile across a bevel or a step, one is able to measure the depth of one part of the surface with respect to another optically flat part of the surface. The relectivity of the crystal surface should be as high as possible, and that of the mirror should be of the same order. The fringes are then produced by the interference of several wave trains which make the fringes very sharp, and one can measure fractions of \( \lambda/2 \). With the equipment described here, one is able to interpolate to \( \frac{1}{10} \) of \( \lambda/2 \) or less.

Since small linear dimensions are involved, this principle was adapted for use under a microscope. Hence, it is possible to measure small linear dimensions and the correlated depth simultaneously.

The measurement of small steps, or steps not too steep in an otherwise flat surface, can be done without altering the sample. For measurement on steep and high steps a bevel must be lapped on the sample.

For the measurement of p-type or n-type surface layers on semiconductors, it is essential to lap a bevel on the original surface. The p-n junction is thus exposed and can be found by an electrical method. After marking its position within the bevel, it is then possible to measure its depth with respect to the original surface by taking the profile across the bevel. The marking has to be such that it will be visible in the fringe pattern. By a proper adjustment of the optical flat, a fringe pattern can be produced in which the profile is easily interpreted and the depth measurement amounts to a counting of fringes.

**PREPARATION OF THE SAMPLES**

The method requires the use of samples with optically flat and highly reflecting surfaces with respect to which a depth can be measured. It is

---

also advisable to use plane-parallel samples to facilitate the lapping of a bevel at a small angle.

For lapping, the sample is waxed with its back side to the face of a short steel cylinder. The face is cut at a small angle. Angles of 0.5° or 1.0° are practical. The cylinder is placed in a jig, in such a position that approximately half of the sample surface projects above the plane of the jig (Fig. 1). A short grind on a slightly rough glass plate using a fine abrasive with water gives usable bevels. For a shiny finish just the right degree of roughness of the glass is important. The use of a lapping machine with a vulcanized fiber plate and fine abrasive gives a better surface finish, but the ridge is not as sharp. A 0.5° bevel could be obtained only on a glass plate.

Fig. 1 — Jig for lapping a bevel.

MARKING OF p-TYPE OR n-TYPE SURFACE LAYERS

In a sample with a p-type or n-type surface layer the junction is exposed within the bevel. The next step is to detect and mark the junction.

The sample is fixed on a microscope stage which allows a micrometer controlled movement in two directions (Fig. 2 shows a Wilder micrometer cross slide). The sample is oriented in such a way that the ridge is parallel to one direction of movement (y-direction). One or two lines of aquadag are applied to the surface of the sample, perpendicular to the ridge. The aquadag should be diluted with water in such a proportion as to achieve a thin film which is non-reflecting.

A needle is fixed to the base of the stage with a suitable linkage leaving a vertical degree of freedom. The needle is brought into contact with the surface of the sample outside the aquadag. Thus, the sample can be moved under the needle while the needle maintains contact. In a suitable electrical circuit, the needle serves as detector of the junction. The sample is moved in the direction perpendicular to the ridge (x-direction)
Fig. 2 — Apparatus for locating and marking p-n junctions.

until the needle rests on the p-n junction as seen by the electrical detector. By moving the sample in the y-direction the same needle scrapes a line through the aquadag. In this line, the reflecting sample surface is bared and thus, a reflecting line is produced within a non-reflecting surrounding and can be seen in the fringe pattern.

If the ridge of the sample is exactly lined up with the y-direction, the needle moves along the junction and the line in the aquadag indicates the position of the junction exactly. To minimize an error due to poor alignment, it is advisable to locate the junction close to the edge of the aquadag. By doing this on two different sides of the coating, the average
of both readings compensates the error. To obtain, however, the maximum of accuracy, one can locate the junction at any point. (See Fig. 3, Point A). Moving the sample in the y-direction scribes a line through the point at which the junction was found. A movement in the x-direction with the needle in the aquadag marks a point B on this line. The distance from this point to the junction can be obtained from the readings on the micrometer. Thus, the exact point at which the junction was located can be reproduced under the microscope.

DETECTION OF THE p-n JUNCTION

1. Thermoelectric Probe

The thermoelectric voltage occurring between a hot and a cold contact to the sample, changes sign by crossing the junction with the hot contact. The advantage of this probe is that it does not depend upon the rectification properties of a p-n junction. The thermoelectric probe is most suitable for germanium since lapping across a p-n junction normally produces a “short” between the two regions. However, it is likely to give a p-reading on lightly doped n-material. It is therefore only usable on heavily doped layers, where the nearly compensated zone is very small. In the case of silicon, the junction normally maintains rectifying properties after lapping; thus, a photocurrent is present. This current is superimposed upon the thermocurrent. Therefore, the thermoelectric probe is only usable in the dark. The photoelectric method (see below) is more convenient for these cases.

The thermoelectric probe used, consisted of a commercial phonograph needle, which had a good hemispherical point and was surrounded by a piece of ceramic tubing carrying a heating coil. Between needle and sam-

---

ple a sensitive galvanometer is connected. It is unimportant whether the contact is made to the p-type or to the n-type side of the sample. The best results are obtained on freshly lapped and clean surfaces. It is, therefore, advisable to keep the sample on the steel cylinder while applying the thermoelectric probe.

When applying the probe, the sample is moved in the x-direction to the point of zero deflection on the galvanometer, whereby the point rests on the junction.

2. *Point Rectification on the Surface*

   This test is also usable on p-n junctions which are not rectifying. With one fixed ohmic contact to the sample, the point rectification of the movable needle can be displayed on an oscilloscope. By crossing the junction with the needle, the characteristic changes from p-n to n-p. Thus, the needle again can be placed on the junction.

   This test was applied on lightly doped Ge-layers. The oscilloscope pattern is not very definite, since on a lapped surface the point rectification is poor. However, with some experience the junction can be located. It is advisable to repeat the measurements several times. Boiling the sample in water before applying the probe improves the surface.

3. *Photoelectric Probe*

   This method requires that the junction exhibit rectifying properties. It is most successfully applied to silicon. Between the needle and a contact to either the p-type side or the n-type side of the sample, a high impedance voltmeter is connected. While the sample is strongly illuminated, it is moved in the x-direction. When the needle crosses the junc-

![Fig. 4 — Arrangement for Cu-plating the p-type side of a p-n junction.](image-url)
tion, a change in the photoelectric voltage occurs. For more careful measurements one might plot the photovoltage versus the x-coordinate in units of the micrometer. Such a plot allows an accurate location of the junction in these units. If the micrometer is set for this reading, the needle will rest on the p-n junction.

4. Potential Probe

This is another method for locating the junction where the junction is at least slightly rectifying. One needs two contacts to the sample, one on the p-type side and the other on the n-type side. When a current is passed through the sample in the reverse direction, the voltage between the needle and either contact shows a discontinuity at the junction. The voltage can be plotted in a similar way as described for the previous method, and thus the needle can be set on the p-n junction.

Fig. 5 — Diagrammatic view of the light path in the interferometer.
5. **Plating the p-side of the p-n Junction**

This method detects and marks the junction in one process without using the micrometer arrangement. Voltages are applied in such a way that only the p-type side is plated (See Fig. 4). Since the plating projects up and is not optically flat, it can be recognized under the interferometer. It has the advantage of showing the junction as a line. The disadvantage is that it is only convenient on rectifying p-n junctions (silicon), with n-type layers since the plating ought to take place on the body side of the p-n junction.

**THE INTERFEROMETER**

The main part of the interferometer is a microscope with illumination through the objective. As a source of monochromatic light, a sodium lamp for which $\lambda = 5.89 \times 10^{-5}$ cm is most convenient. The use of a

---

*This method was developed by N. Holonyak.*
shorter $\lambda$ would increase the resolution. However, a sodium lamp gives enough light that one can easily work in daylight.

The microscope is mounted above a micrometer cross-slide of the same kind as used in the procedure for marking the p-n junctions. The stage carries a special sample support. Fig. 5 gives a diagrammatic view of the light path in the interferometer. A normal microscope is used with an attachment carrying a semi-transparent mirror. Fig. 6 shows a photo of the complete arrangement, and Fig. 7 gives the details of the sample support.

The prepared sample is waxed to a microscope slide and covered by a half-silvered mirror. Both are placed on the adjustable lower jaw of the sample support. The lower jaw is raised so that the upper jaw presses against the mirror. In this position it is fixed by tightening the screw in the back. Thus the mirror and sample are in contact, and the fringes can be observed through the microscope. Three screws in the lower jaw make it possible to change the relative position of mirror and sample. Thus the fringe pattern can be adjusted to make it most suitable for the particular case.

THE MEASUREMENTS

The measurement of a layer thickness was chosen to demonstrate the principle of evaluating a fringe pattern. (See Fig. 8.) The first illustration
Fig. 8 — Evaluation of the interference fringe pattern on a scribed p-n junction.
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Fig. 9 — Evaluation of the interference fringe pattern on a Cu-plated p-n junction.

Fig. 10 — Evaluation of the interference fringe pattern of a shallow step in a surface.
shows a sample with aquadag coating and the lines marking the p-n junction. Under this, three typical fringe patterns obtained on this sample are presented. As pointed out in the beginning, one can regard the fringe pattern as contour lines for the distance between mirror and sample. The profile along any arbitrary straight line will show the structure of the sample surface. The profiles along the marked x-axes are shown to the right in each case. They were obtained by plotting the points of intersection between the n-th fringe and the x-axis against $n$. The original surface and the bevel (in this case $1^\circ$) are easily recognized. The dashed line is an extrapolation of the original surface. The vertical line marks the position of the p-n junction. The layer thickness is obtained as the difference in $n$ at this point between the extrapolated original surface and the beveled surface. Note that the beveled surface need not necessarily be flat.

Fig. 11 — Evaluation of the interference fringe pattern of a steep and high step in a surface.
In the second case the fringes turn back. With a slightly different setting of the mirror the fringes could be almost parallel with the turning point outside the field of sight. The fringe pattern then resembles the first case, and therefore it might be easily misinterpreted.

The third case makes the plot unnecessary. The x-axis is chosen in such a way that it coincides with a fringe in the original surface. Thus, in the profile plot, the original surface is horizontal. Hence, the layer thickness can be obtained by counting the number of intersecting fringes between original surface and the p-n junction. This is, therefore, the most convenient setting of the mirror.

The noted number gives in each case the layer thickness in "fringes." All three cases are in essential agreement. The layer thickness in this case is

$$\Delta n \times \frac{\lambda}{2} = (16.5 \pm 0.5) \times \frac{5.89}{2} \times 10^{-5} \text{ cm}$$

$$= (4.85 \pm 0.15) \times 10^{-4} \text{ cm}$$

Fig. 9 gives the fringe pattern obtained with a silicon p-n junction marked by the plating procedure.

The evaluation of steps in a surface is shown for two cases. The very shallow step in Fig. 10 is an example in which fractions of $\lambda/2$ are to be measured. The step here is

$$\frac{a}{a + b} \times \frac{\lambda}{2} = 0.195 \times \frac{5.89}{2} \times 10^{-5} \text{ cm} = 5.75 \times 10^{-6} \text{ cm}$$

In Fig. 11 the step is so high and steep that it is impossible to correlate the fringes crossing the step. But with the aid of the bevel, seen in the lower part of Figure 11, a correlation is possible. The height of the step along the drawn line is

$$(25 - 12) \times \frac{\lambda}{2} = 13 \times \frac{5.89}{2} \times 10^{-5} \text{ cm} = 3.8 \times 10^{-4} \text{ cm}$$

The accuracy of the method depends mainly on the quality of the optically flat mirror since it serves as a plane of reference. A thin mirror is likely to be slightly bent under the pressure of the clamp. Therefore, it is advisable not to work with too high a pressure. For the measurement of layer thicknesses the quality of the original surface is also important. An accuracy of 5 per cent is easily obtained using half-silvered microscope slides for the mirror. These slides are essentially flat over the small region covered by the microscope.
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