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P-N-I-P and N-P-I-N Junction Transistor Triodes

By J. M. EARLY

(Manuscript received March 18, 1954)

Theory indicates that the useful frequency range of junction transistor triodes may be extended by a factor of ten by a new structure, the p-n-i-p, which uses a thick collector depletion layer of intrinsic (i-type) semiconductor to reduce greatly the collector capacitance and to increase the collector breakdown voltage. This structure will permit simultaneous achievement of high alpha cutoff frequency, low ohmic base resistance, low collector capacitance, and high collector breakdown voltage. Because of the high breakdown voltages and larger areas per unit capacitance, permissible power dissipations appear much larger than for other high frequency junction types. Theoretical calculations indicate that oscillations at frequencies as high as 3,000 mcps may be possible.

Early exploratory models have verified the basic theory. Progress toward initial design objectives has been encouraging. In general, the observed performance has been consistent with the materials used and the structure achieved. The highest frequency of oscillation obtained to date is 95 mcps. Better performance is expected as technical control of materials and structures is improved.

In the five years since the announcement of the junction transistor by Shockley, great steps have been made in extending its useful frequency range and its power-handling capacity. Recent developments, particularly those which have increased the frequency range,\(^2,12,13\) have brought the performance of practical devices close to ultimate limits.
prescribed by structure and material. Further extension of frequency range and, to a lesser degree, of power capability must be sought in new materials or in improved structures. The p-n-i-p transistor employs a new structure which in theory promises to increase the useful frequency range of junction triodes by a factor of at least ten. In the p-n-i-p, the n region of the base and the p region of the collector are separated by a relatively thick region of i-type (i.e., intrinsic or near-intrinsic, almost free of donor and acceptor centers) semi-conductor. This permits establishment of a thick collector depletion layer at relatively low voltages, thus producing low collector capacitance and several other desirable features.

The advantages of the new structure may be seen by study of the limitations of previous triode structures. In general, high frequency performance of conventional units, such as p-n-p alloy transistors, is improved by making the base region thinner to increase the alpha cutoff frequency \( f_a \), by using lower resistivity base material to reduce the ohmic base resistance \( r_b \), and by decreasing the area of emitter and collector junctions to reduce the collector capacitance \( C_c \). These equivalent circuit parameters are of nearly equal importance as may be seen from the gain-bandwidth expression discussed below.

The design changes required to improve the parameters involve conflicts, and compromises are necessary. For example, the decrease of base thickness which increases alpha cutoff frequency also increases (less rapidly) the ohmic base resistance.† The decrease in base resistivity which reduces base resistance also increases (again, less rapidly) the collector capacitance and decreases the collector breakdown voltage, thus decreasing power capacity. The reduction of junction area which decreases collector capacitance reduces the current rating and thereby the possible power rating. For transistors having circular electrodes, it may also increase the ohmic base resistance.

For these reasons, conventional junction triodes designed for high frequency application tend to be very small and to have very low voltage, current, and power ratings. Ultimately, the decrease of collector reverse breakdown voltage sets a lower limit to usable base resistivity and thereby to the thickness of the collector depletion region. This sets a lower limit on base region thickness, since average base layer thickness should be two or more times depletion layer thickness. For base layers thinner than this, irregularities in thickness or in impurity distribution may permit the depletion layer to contact the emitter, producing the

* And its homologue, the n-p-i-n.
† In the junction tetrode, this increase of base resistance is overcome by crowding the minority carrier emission close to one of the base contacts, thus producing low ohmic base resistance. See Reference 2.
ac collector-to-emitter short circuit effect called "electrical punch-through." Lower limits of junction areas are set by desired operating currents and by mechanical reasons. Diminishing returns are reached for structures a few mils in diameter and a fraction of a mil thick.

To facilitate comparisons, the limitations described qualitatively above have been interpreted quantitatively in terms of a gain-band figure of merit,*

\[ \Gamma_0 \cdot B^2 = \frac{f_a}{25r_b'\cdot C_c}; \]  

in which \( \Gamma_0 \) is low frequency available power gain in the common emitter connection† and \( B \) is the frequency at which the gain is 3 db down from its low frequency value. A reasonable upper limit on this (power gain) \( \times \) (bandwidth-squared) product is \( 4 \times 10^{16} \), which indicates that a 0–10 mcps video gain of 26 db may be obtained by improvement of conventional triode structures.

The same figure of merit, for a p-n-i-p of equal junction area, is approximately \( 10^{19} \). Calculation shows that units may be designed to produce 10 db or more gain at 1,000 mcps. Although many of its operating principles are similar to those of the p-n-p and the n-p-n, the p-n-i-p differs from the earlier triodes in that low collector capacitance is obtained by means of a thick collector depletion (space-charge) layer of intrinsic semi-conductor. The section view of a p-n-i-p in Fig. 1 illustrates its major features. The wide depletion layer (electric field region) produces small collector capacitance (\( C_c \)) and gives a high reverse breakdown voltage, while the very thin base region of low resistivity gives simultaneously a low ohmic base resistance (\( r_b' \)) and a very high alpha cutoff frequency (\( f_a \)). The design with four regions, emitter, base, depletion layer, and collector, increases the (power gain) \( \times \) (band-squared) figure of merit (\( f_a/25r_b'\cdot C_c \)) about two decades, thus increasing the useful frequency range about one decade.

The thick collector depletion layer of intrinsic or near-intrinsic semi-conductor provides advantages in addition to the reduction of the collector capacitance. Because base layer resistivity does not limit collector breakdown voltage as it does in previous structures, much lower base resistivities may be used, thus producing lower ohmic base resistances. Furthermore, the thick depletion region makes the structure much more rugged for very high alpha cutoff units since the very thin base layer is

---

* This figure of merit is essentially identical with one described by R. L. Pri-chard at the A.I.E.E. Winter Meeting in New York City, Jan. 22, 1954.
† It is assumed that the input terminals of the transistor are shunted by an external resistance which determines the input impedance and therefore the bandwidth. Power gain decreases approximately 6 db per octave at frequencies greater than \( B \).
a surface layer on an 0.5-2.0 mil intrinsic layer, rather than a thin and unsupported web.

When operating biases are applied to a p-n-i-p transistor, holes injected at the forward biased emitter diode diffuse across the n region of the base then drift at high velocities through the field region to the reverse biased collector p region just as in a PNP transistor. However, in the p-n-i-p, the drift transit time through the collector field is comparable to the diffusion transit time through the base and contributes to phase shift of the short-circuit current-transfer ratio, alpha. In addition, the emitter depletion layer capacitance, $C_{Te}$, which is unimportant in previous triodes, is relatively large in the p-n-i-p and degrades performance at very high and microwave frequencies by providing a low impedance shunt around the emitter junction.

The details of structure and operation, design theory, a comparison of p-n-p and p-n-i-p units and some experimental results are discussed in the following sections. The concluding summary reviews the theoretical and experimental work.

**STRUCTURE AND OPERATION**

*Impurity Distribution*

In general, device characteristics depend on structure and on operating conditions. However, structure is more basic than operating conditions. The spatial distribution of fixed charge centers (donors and ac-
ceptors) is the fundamental structural characteristic of the junction transistor. Fig. 2(a) shows an impurity density profile for a p-n-i-p along an axial line running through emitter, base, collector space-charge layer, and collector. Similar profiles for step junction (alloy) and graded junction (grown crystal) p-n-p's are shown in Figs. 2(b) and (c).

The emitter and collector regions of the p-n-i-p have very high impurity concentrations (low resistivities), while the impurity density in the base is moderately high and the depletion layer is almost free of impurities. The high acceptor density in the emitter forces most of the emitter current to flow as holes, giving an injection ratio ($\gamma$) close to unity. The high density in the collector gives a low collector body resistance and fixes the position of one face of the collector depletion layer.

Fig. 2 — Impurity density profiles.
The high donor concentration in the base region leads to low ohmic base resistance ($r'_b$) and fixes the position of the base face of the depletion layer. In the depletion layer, the concentration of impurities is so low that the field region (space-charge layer) extends from the n-type base to the p-type collector at low voltages.

**Depletion Layer**

The properties of the depletion layer which are important at high frequencies are the capacitance across it ($C_c$) and the carrier transit time through it ($\tau_c$). These are determined primarily by the impurity density, the thickness of the region, and the base-to-collector voltage. Potential and field distributions in the depletion layer for both small and

![Field and potential distributions in depletion region of p-n-i-p transistor.](image-url)
P-N-I-P AND N-P-I-N JUNCTION TRANSISTOR TRIODES

Typical applied voltages are shown in Fig. 3 for p-n-i-p structures in which the depletion layer contains no net impurities (a), a small acceptor dominance (b), and a small donor dominance (c). When collector voltage is increased from zero, the space charge layer thickens until it extends from base to collector. Further increase of voltage simply increases the field strength in the region, without significant further increase in its thickness.

The capacitance initially changes inversely as the square root of collector potential, but becomes constant when depletion region thickness becomes constant. The time required for holes to drift from base to collector decreases with increase of depletion region field until scattering-limited carrier velocities are reached (about $5 \times 10^6$ cm/sec for holes, at 10,000 volts/cm). It should be noted that normal operation does not occur until the depletion layer extends from base to collector (particularly if the depletion region is slightly n-type so that effective base thickness is large at low collector voltages, see Fig. 3(c)). The breakdown voltage of the collector is very high, since the field strength in the depletion region is relatively uniform by comparison with that in older types of units, the region is wide, and strong fields are required to produce carrier multiplication.

**Base Region**

Base region design seeks the conflicting objectives of short diffusion transit time, requiring a thin region, and low ohmic base resistance, requiring a thick region. In practice, the region is made as thin as feasible, but of low resistivity material, and base contact geometry is chosen to minimize the ohmic resistance. In the p-n-i-p, very low base resistivity is practical, because the collector breakdown potential is fixed by the thickness of the intrinsic depletion layer rather than by the base resistivity as in fused junction p-n-p's.

The large donor density in the base region together with the very high frequencies of operation make the emitter depletion layer capacitance ($C_{Te}$) both larger and more important than in previous transistors. In order to reduce this capacitance, the emitter junction area is made small, thus leading to emitter current densities of 1 to 100 amperes/cm². In general, as the dc current density is increased, the minimum dc collector voltage must also be increased in order to preserve

---

An avalanche mechanism similar to a Townsend discharge in gases is now believed responsible for reverse voltage breakdown in junction structures. See Reference 3.
emission-limited current flow. Insufficient voltage may result in space-charge limited operation.  

Three structures which may be used to obtain low ohmic base resistance are shown in Fig. 4. Obviously, the base contact ring may be placed arbitrarily close to the emitter, as in Fig. 4(a), so that the base resistance is that of the region beneath the emitter. Since this is somewhat difficult, the ring may be placed at a distance from the emitter, and the emitter imbedded in the base n-region as in Fig. 4(b), reducing the resistance between the emitter periphery and the base ring at only a small cost in alpha cutoff frequency. In addition, as shown in Fig. 4(c), the n-region used may be of graded resistivity such as results from impurity diffusion from the surface. The large impurity concentration at the surface minimizes both edge emission and radial base resistance.

Fig. 4 — Low-base resistance structures.
These advantages are, however, balanced in part by an increase in the emitter depletion region capacitance associated with the low resistivity base material.

**DESIGN THEORY**

**General**

The principal objectives in the initial p-n-i-p design have been high alpha cutoff frequency, low collector capacitance, and low ohmic base resistance. The equivalent circuit employed is shown in Fig. 5. The output and feedback admittances which are important in earlier junc-

![Fig. 5 — Equivalent circuit of the p-n-i-p transistor.](image)

tion triodes are omitted, since the space charge layer widening factor \( H_{12} \) or \( \mu_{se}, \frac{kT}{qW \frac{\partial}{\partial V_e}} \) is very small.\(^6,7\) The transfer admittance is shown as a current generator \((aie)\) with cutoff frequency \( |a^2| \sim 3 \text{ db down} \) of \( f_a \) because this gives explicit recognition to base region diffusion transit time \( \tau_b \) and allows it to be combined with space charge layer transit time \( \tau_c \).

**Emitter Region Design**

Emitter region acceptor concentration should be very large \( (10^{18} - 10^{19} \text{ atoms/cc}) \) in order to keep the injection ratio \( \gamma \) close to unity at both low and high frequencies.\(^8\) At low frequencies, \( \gamma \) is determined by emitter resistivity and carrier life path or diffusion length, base resistivity and width, as

\[
\gamma = \gamma_0 = 1 + \frac{1}{\frac{\sigma_{\beta W}}{\sigma_e L_{ne}}}
\]
At high frequencies, $\gamma$ is determined by the ratio of acceptor density in the emitter to donor density in the base as

$$\gamma_{hf} = \frac{1}{1 + \frac{N_{Db}}{N_{A0}} \sqrt{\frac{D_n}{D_p}}}$$

Obviously, since the effective donor density in the base must be large to give low ohmic base resistance, the effective acceptor density in the emitter must be even larger if high frequency $\gamma$ is to be close to unity.

**Base Region Design**

Base region thickness, $w$, and the diffusion constant, $D_p$, determine the diffusion transit time for holes from injection by the emitter to collection by the field of the depletion layer.

$$r_b = \frac{w^2}{2D_p}.$$  \hspace{1cm} (1)

For circular electrodes, which are useful, easily made, and easily analyzed, the ohmic base resistance for the active region of the base between emitter and collector depends on base resistivity, $\rho_b$, and base thickness as follows:

$$r_b' = \frac{\rho_b}{8\pi w} = \frac{1}{q\mu_e N_D 3\pi w}.$$  \hspace{1cm} (2)

If $w$ is made small, $r_b'$ can be reduced only by making $N_D$ large. Although large reductions in $r_b'$ can be made, increasing $N_D$ is ultimately a self-defeating procedure for several reasons: as $N_D$ is increased both $D_p$ and the electron mobility, $\mu_e$, decrease, thus increasing hole transit time and also partially off-setting the reduction in $r_b'$ by $N_D$. In addition, the capacitance of the emitter depletion region varies approximately as $N_D^{-1/2}$, thus diverting more ac emitter current from hole injection. This capacitance is

$$C_{Te} = \kappa\varepsilon_0 \left( \frac{qN_d}{2\kappa\varepsilon_0 V_e'} \right)^{1/2} A_e,$$  \hspace{1cm} (3)

where $V_e'$ is the average electrostatic potential across the emitter depletion layer. Equations (1) to (3) show the conflicts which necessarily arise in base region design for very high frequencies. The limiting design combines very small $w$, large $N_D$, small emitter area $A_e$, and relatively
large dc emitter current $I_e$ so that the minority carrier emitter admittance $y_{ee}$ is at least of the order of magnitude of $j\omega C_{Te}$. Total emitter admittance is

$$y_{ee} + j\omega C_{Te} = \frac{qI_e}{kT} (1 + j\omega\tau_e)^{1/2} \coth \left[ \frac{(1 + j\omega\tau_e)w^2}{(D\tau)} \right] \coth \left( \frac{w^2}{D\tau} \right)^{1/2} + j\omega C_{Te} \quad (4)$$

**Depletion Layer Design**

As mentioned previously, the most important characteristics of the depletion layer in the p-n-i-p are the transit time for holes, $\tau_e$, and the capacitance, $C_{Te}$. The minimum voltage for normal operation, $V_{min}$, and maximum or breakdown voltage, $V_{max}$, are also significant.

The minimum voltage for “normal” operation is reached when the electric field between the n-type base and p-type collector is strong enough so that the holes drift at their limiting velocity of $5 \times 10^6$ cm/sec.* The collector to base voltage required for normal operation is the product of the minimum field strength for the limiting velocity and the thickness of the depletion layer and is given by

$$V_{min} = 10,000 x_m \quad (5)$$

in which $x_m$ is depletion layer thickness in cm. The maximum field obtainable before reverse voltage breakdown is not known exactly, but is in practice near 100,000 volts/cm, so that

$$V_{max} \simeq 100,000 x_m. \quad (6)$$

Depletion layer capacitance is nearly independent of collector voltage in normal operation and is inversely proportional to layer thickness.

$$C_{Te} = \frac{k\varepsilon_o A_e}{x_m} \quad (7)$$

Transit time for holes increases directly with layer thickness, however, being

$$\tau_e = \frac{x_m}{5 \times 10^6} \quad (8)$$

Since increase of $\tau_e$ decreases the alpha cutoff frequency $f_\alpha$, the choice

*At lower field strengths, the transit time for holes is longer, giving a lower alpha cutoff frequency. The “normal” is the best, rather than the only possible, operating condition.
of $x_m$ is a design balance between $C_z$ and $f_a$, with any desire for low voltage operation weighting the scales toward smaller $x_m$.

As collector voltage and therefore field strength is reduced below that required for normal operation, transit time is increased because of the reduced drift velocity. In addition, the holes in transit interact with the ac field of the layer, thus increasing the output conductance $g_{ee}$. Further, a larger density of holes in the layer is required to carry the same current, disturbing the field distribution. If the voltage is reduced greatly, space-charge limited emission may occur, producing much longer effective transit times.

If output voltage is reduced sufficiently, the collector field will not extend all the way from base to collector. If the layer is somewhat n-type, the field region collapses toward the p-region of collector. If it is somewhat p-type, the field collapses toward the n-region of the base. The latter arrangement has the advantage that $f_a$ is less drastically reduced. Further, in normal operation, the negatively charged acceptor atoms of a slightly p-type layer will neutralize the charge of the holes in transit, thus making the field more nearly constant from collector to base. The effects of low voltage on the collector field distribution are indicated approximately by the dashed lines of Fig. 4.*

Collector Region Design

Accesor concentration in the collector should be large for several reasons. This gives a low collector body resistance, which virtually eliminates internal series loading of the collector, and it aids operation by fixing the position of the collector edge of the depletion layer. The advantages obtained may be seen by considering a unit in which the collector body is made somewhat p-type and a collector contact is attached at some distance from the depletion layer. If 10 ohm-cm p-material is used for the collector body and a collector contact fastened 2.5 mils from the collector resistance of 250-500 ohms will result. In addition, because of the weak drift field at the collector edge of the depletion layer, the hole transit time is about twice that for a true p-n-i-p.

Alpha Cutoff Frequency

A current transmission cutoff frequency $f_a$ for the p-n-i-p is given approximately by

* The field distributions occurring in an intrinsic depletion layer at low field strengths have been discussed in Reference 11.

† It is assumed that alpha is given by $\alpha = \alpha \phi(1 + jf/f_a)$. Equation (9) represents the phase of this expression quite well, but the amplitude rather poorly.
\[ f_a = \frac{1}{2\pi(\tau_b + \tau_c/2)} \]  
Equation (9) implies (correctly) that the delay time for total current passing through the depletion layer is about one-half the transit time for the carriers. This results from the induction of charge on the base and collector electrodes by the carriers in transit. If \( \varphi = \omega \tau_c \) is carrier transit angle and \( J_c = e^{jwt} \) is the conduction current of holes entering the depletion layer from the base, the total current entering the depletion layer from the base can be shown to be

\[ J = e^{jwt} \left( 1 - \frac{e^{-j\varphi}}{j\varphi} \right) \]  
which reduces for small \( \varphi \) to

\[ J \approx e^{jwt - \frac{\varphi}{2}} \]

It may be noted that the total current \( J \) of equation (3.6-2), when written in the form \( J_{\text{max}} \angle \theta \) in which \( \theta \) is the phase shift of the total current with respect to the conduction current entering from the base, is approximately 0.973 \( \angle -22.5^\circ \) for \( \varphi = 45^\circ \), 0.901 \( \angle -45^\circ \) for \( \varphi = 90^\circ \), and 0.636 \( \angle -90^\circ \) for \( \varphi = 180^\circ \).

**DESIGN COMPARISON**

**General**

Comparison of figures of merit is the best, albeit unsatisfactory, means for comparative evaluation of devices. For junction transistors, one non-controversial figure of merit is established — the noise figure. Two transmission figures of merit for junction transistors are suggested at the bottom of Table I. It should be pointed out that the p-n-i-p figures are for theoretical design possibilities, some features of which have already been realized experimentally.

**The Units**

Table I gives parameters of interest for several types of transistors. Structural, material, and electrical parameters for the Bell Telephone Laboratories' developmental M1778 p-n-p unit are averages for large numbers of units. The electrical parameters of the plated-contact transistor recently announced by Philco were taken from a talk by W. H. Forster before the Philadelphia I.R.E., Dec. 3, 1953. The structural and material parameters have been estimated. The p-n-i-p structures
Table I — Transistor Designs

<table>
<thead>
<tr>
<th></th>
<th>M1778</th>
<th>Philco</th>
<th>P-N-I-P (Calculated Values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. 1</td>
<td>No. 2</td>
<td>No. 3</td>
</tr>
<tr>
<td>$w_b$ — mils</td>
<td>1.0</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>$\rho_b$ — ohm cm</td>
<td>1.5</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>dia$_a$ — mils</td>
<td>15</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>dia$_e$ — mils</td>
<td>30</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>$x_n$ — mils</td>
<td>0.1</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>$N_b$ — atoms/cc</td>
<td>$10^{14}$</td>
<td>$3.5 \times 10^{14}$</td>
<td>$1.4 \times 10^{16}$</td>
</tr>
<tr>
<td>$f_a$ — mcps</td>
<td>2.0</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>$r'_b$ — ohms</td>
<td>50</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>$C_e$ — mmf</td>
<td>25</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>$\omega_d C_e$ — mhos</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$C_e$ — mmf</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>$\omega_d r'_b C_e$</td>
<td>$0.0157$</td>
<td>$0.056$</td>
<td>$0.0214$</td>
</tr>
<tr>
<td>$(f_a/25 r'_b C_e)^{1/2}$ — mcps</td>
<td>$8$</td>
<td>$115$</td>
<td>$340$</td>
</tr>
</tbody>
</table>

* First value calculated by Equation (9); second value is for diffusion through base n-region only (i.e., $r_e = 0$).

and materials were assumed and electrical parameters were calculated from them by the Equations (1) to (11). Mobilities measured for low resistivities by M. B. Prince were used in the calculations.

**Figures of Merit**

The last row of Table I gives $(f_a/25 r'_b C_e)^{1/2}$, which was discussed previously as a gain-bandwidth figure of merit for a broad band common emitter amplifier. It is also related to the maximum frequency at which reliable oscillations may be obtained. The figure of merit $\omega_d r'_b C_e$ is the open circuit voltage feedback ratio at the alpha cutoff frequency and gives some indication of the balance between the two time constants, $1/\omega_d$ and $r'_b C_e$. It is also approximately the ratio of input impedance to output impedance in a common emitter broadband amplifier at high frequencies.

**Comments**

It should be noted that the emitter depletion layer capacitance is significant in all the p-n-i-p designs and that barrier transit time reduces alpha cutoff frequency some forty per cent in the highest frequency design. Despite this, it is probable that p-n-i-p or n-p-i-n germanium junction triodes will serve as oscillators and perhaps amplifiers at frequencies as high as 3,000 mcps.
EXPLORATORY MODELS

Objectives

While the p-n-i-p transistor will be useful for high voltage and high power operation, our exploratory development work has been directed toward good performance at very high frequencies. The initial electrical objectives set were those of p-n-i-p No. 1 of Table I: \( f_a = 100 \) mcs, \( C_c < 1.0 \) mmf, and \( r_b' = 34 \) ohms. The base thickness of 0.13 mil and base resistivity of 0.14 ohm-cm are the critical structural parameters.

Fabrication

Although p-n-i-p's might conceivably be built in a single operation, one procedure used has two major parts. The first is the production and evaluation of 2-mil thick wafers of intrinsic germanium with a skin or surface layer of 0.1-1.0 ohm-cm n-germanium 0.3-0.5 mils thick. The second step is the alloying of collector, emitter, and base electrodes to these wafers.

Wafers with n-type skins have been made by three methods. Intrinsic crystals growing from a melt by the Teal-Little technique have been doped with arsenic, grown for a few seconds longer (another 0.5-1.0 mils), and snatched mechanically from the melt. The resulting crystal surface has a mirror finish and is relatively flat. N-type skin layers have also been produced by alloying the wafer surfaces with lead-arsenic and lead-antimony mixtures and by the diffusion of arsenic into wafer surfaces.

Collector and emitter electrodes are alloyed by the indium germanium process with times, temperatures, and quantities of indium selected to give desired alloying depths. Ring-base connections of antimony and gold plated kovar have been used.

Measurements

Progress toward the initial design objectives mentioned previously has been encouraging. The predicted behavior has been verified semiquantitatively. The capacitance of a 15-mil diameter collector is usually less than 1.0 mmf at \( V_c = -25 \) volts as predicted in design No. 1 of Table I. Ohmic base resistances generally less than 50 and as low as 5 ohms have been measured. However, the highest alpha cutoff frequency obtained as yet is 25 mcs. This has been limited primarily by the thickness of the base layer. At present this is of the order of 0.30 mils so that an alpha cutoff frequency of 25 mcs is about what would be predicted. Further development of the technology of fabrication seems reasonably
straight-forward at least to the design objectives of No. 1 and No. 2 of Table I.

The best unit measured to date showed $\alpha > 0.96$, $f_a \approx 25$ meps, $r_o \approx 60$ ohms, and $C_e \approx 1.8$ mmf. These values agree quite well with those expected from the resistivities and layer thicknesses employed. The unit oscillated at 95 meps with $V_e = -30$, $I_e = 1.0$ ma. Connected in a common emitter video amplifier working from a 75-ohm generator impedance into a load resistance of 2,150 ohms shunted by 5 mmf of capacitance, this unit produced a power gain of 23 db at 500 kc, falling to 20 db at 3 meps and 15 db at 10 meps.* In an uncompensated common emitter tuned circuit, this unit gave 20.5 db at 10 meps with 3 meps bandwidth between the three db points.* It has been operated with a collector voltage of $-90$ volts.

SUMMARY

The designed elimination of donors and acceptors from a thick collector depletion layer introduces a new design variable in junction transistor triodes. The new structure (p-n-i-p or n-p-i-n) is believed capable of development into the microwave frequency range. Several factors which were of second order importance in p-n-p and n-p-n units such as emitter depletion layer capacitance and collector transit times become significant in limiting ultimate performance. The thick depletion layer permits operation at higher voltages than were previously possible in any but low frequency units.

Moderately good results have been obtained already. Units having 10 mil emitter diameter, 15 mil collector diameter have produced stable gains without compensation of 20.5 db at 10 meps and have oscillated at 95 meps.

The junction transistor now promises to be a serious competitor to high vacuum triodes over a much larger range of frequencies and power levels than before.
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Arcing of Electrical Contacts in Telephone Switching Circuits

Part III—Discharge Phenomena on Break of Inductive Circuits

By M. M. ATALLA

(Manuscript received November 16, 1953)

This is a presentation of a study of the discharge phenomena occurring between contacts on break of an inductive load. The main objectives are: (1) to forward some detailed explanations of the main components of a break transient in terms of basic conduction and emission processes, and (2) to establish the conditions that determine the nature of the transients. The study covered the following: (1) occurrence of interrupted and steady arcs, (2) initiation of reversed arcs in one breakdown, (3) arc initiation under dynamic conditions, (4) initiation and maintenance of glow discharge, and (5) glow-arc transitions.

INTRODUCTION

An important phase in the study of discharge phenomena between contacts is that involving the break of an inductive circuit. A typical switching circuit in its simplest form consists of a battery in series with a coil (electro-magnet), a cable or lead and a pair of contacts. Coils now in use may have inductances of the order of tens of henries and may store as much energy as $10^6$ ergs. On break of the circuit an appreciable portion of this energy may be dissipated between the contacts through a steady arc, a series of interrupted arcs, a glow discharge or any of their combinations. In most cases, the energies involved are too high to provide satisfactory contact life from the standpoint of electrical erosion.

The discharge transients obtained are usually complex in nature. A close examination of these transients reveals a great deal of rather curious effects that have not been previously considered in detail. This is a presentation of a recent study of the break transient with the primary objective of furnishing some explanation of the more pertinent phenomena involved in terms of the basic concepts of surface emission and gas conduction.
NOTATION

\[ a \] Arc radius or equivalent characteristic length of cross section
\[ c \] Local capacitance at the contacts
\[ e \] Electron charge
\[ I_a \] Current density in the arc
\[ I_{th} \] Thermionic emission current density
\[ I_{ng} \] Normal glow current density
\[ I_{ag} \] Abnormal glow current density
\[ (I_{ag\text{Limit}}) \] Limiting glow current density preceding glow-arc Limit transi-
tion
\[ k \] Boltzmann constant
\[ l \] Local inductance at the contacts
\[ m \] Mass of contact metal atom
\[ n \] Number of consecutive arcs in one breakdown
\[ r \] Resistance of the local contact circuitry
\[ s \] Separation between the contacts
\[ t \] Time
\[ t_{ch} \] Charging time between breakdowns
\[ t_{dei} \] Deionization time following an arc
\[ t_g \] Glow duration
\[ u_s \] Velocity of contact separation
\[ u_{ch} \] Charging velocity defined as \( s/t_{ch} \)
\[ u_{at} \] Velocity of the metal atoms
\[ v \] Arc voltage
\[ \bar{v}_n \] Residual voltage at the contacts following a breakdown of \( n- \)consecutive arcs
\[ z \] Impedance \( (l/c)^{1/2} \)
\[ A \] Constant in the thermionic equation
\[ A_a \] Area of arc spot
\[ C \] Circuit capacitance
\[ E \] Battery voltage
\[ F \] Field strength
\[ I \] Current
\[ I_g \] Current in a glow discharge
\[ I_m \] Minimum arcing current
\[ I_o \] Initial closed circuit current
\[ L \] Circuit inductance
\[ R \] Circuit resistance
\[ T \] Absolute temperature
\[ T_b \] Absolute boiling temperature
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- $T_o$ Absolute initial temperature
- $V$ Voltage
- $V_{ai}$ Arc initiation voltage
- $V_{gi}$ Glow initiation voltage
- $V_g$ Voltage drop across the contacts with normal glow
- $\alpha$ Thermal diffusivity
- $\varphi$ Work function
- $\omega$ Angular frequency $(lc)^{-1/2}$

**GENERAL**

A typical circuit consisting of a battery, a coil of an electro-magnet, a cable or lead and a pair of contacts is shown in Fig. 1(a). Due to the usual magnetic core of the coil, this circuit presents some unnecessary complications in making interpretations of the observed contact phenomena. Since our main objective is an understanding of the basic phenomena occurring between the contacts, it appeared justifiable to restrict our work to circuits and circuit elements that lend themselves to simple treatment. Figure 1(b) shows the circuit used in most of this work. All coils used have air cores.

When the contacts are closed, a steady state current $I_o = E/R$ is established in the circuit. At the first physical separation between the contacts, the circuit current will charge the capacitance $C$ causing a voltage rise at the contacts at an initial rate of $I_o/C$. In the meantime, the separation between the contacts will increase. The first breakdown will occur when the voltage across the contacts first reaches or exceeds the arc initiation voltage corresponding to the separation attained, the atmosphere involved and the contact surface condition. Fig. 2 represents diagrammatically the occurrence of the first discharge. abc is the arc initiation voltage versus separation line for a “normal” contact. The

![Fig. 1](image-url) — (a) Typical relay circuit in practice. (b) Linear circuit used in this study.
portion bc corresponds to the sparking potentials in the atmosphere, ab corresponds to the range of small separations, of the order of or less than the mean free path of an electron in the atmosphere, where the arc is initiated by field emission through the influence of surface contaminations or films. As was shown in Reference 2, when the cathode surface was carefully cleaned, the constant field line was not obtained and the arc was initiated at the minimum sparking potential of the atmosphere. It occurred on the sides of the contacts along a path much longer than the minimum separation between the contacts.*

Lines 0–1 and 0–2 represent the voltage rise at the contact with small and large shunt capacities. Points 1 and 2 are the respective first discharge points. In the first case, the arc is initiated at a smaller separation and higher field strength without direct influence of the atmosphere. In the second case the arc is initiated at a lower field strength at the spark potential of the atmosphere.†

The first arc established may or may not be maintained depending on conditions that are discussed in the next Section. When an arc is inter-

* With Pd contacts a gross field of $20 \times 10^6$ volts/cm was reached between clean contacts without initiating an arc along the shortest gap. According to the Fowler-Nordheim equation a field of about $50 \times 10^6$ volts/cm is required to give the necessary initiatory electrons. It is possible, however, that before such a high field is attained a metal bridge is pulled electrostatically² to short the gap. The electrostatic stress is roughly given by $0.5 \times 10^{-12} F^2$ Kg/cm² where $F$ is the field strength in volts/cm. At $F = 50 \times 10^6$ volts/cm, the stress is 1250 Kg/cm² which may exceed the yield stress for the contact metal.

† The first arc may be initiated at an appreciably lower voltage than predicted by the above static consideration. The first break at the contacts usually follows the explosion of molten bridge drawn between the contacts. Thermionic emission can then furnish the initiatory electrons of the arc. This is only possible, however, if the voltage across the contacts exceeds the ionization potential of the metal atoms before excessive cooling of the cathode has occurred.
interrupted, it is followed by a recharging process to a new arc initiation voltage when a second arc is initiated. Under certain conditions, the second arc may be initiated at a lower voltage than the first arc due to residual effects of the first arc which may alter the conditions in the gap. This effect is discussed later.

A transient on break with a series of interrupted arcs is shown in Fig. 3. The first arc was initiated at 230 volts and a gross field of $2.5 \times 10^6$ volts/cm. All the following arcs were initiated at the spark breakdown potentials in air corresponding to the separations involved. Fig. 4 shows a transient where the arc was sustained with occasional interruptions.

In addition to arcing, one may obtain glow discharge. Fig. 5 shows a transient where glow discharge predominates. Glow initiation and glow-arc transitions are discussed in a later Section.

Fig. 6 shows the methods used for current and voltage measurements. As indicated, direct voltage measurements at the contacts were avoided to eliminate the unnecessary complications of the measuring circuit.

**INTERRUPTED ARCS**

*Conditions for Obtaining Interrupted Arcs*

A breakdown from a voltage $V_{ai}$ into an arc corresponds to a rapid voltage drop at the contacts from $V_{ai}$ to the arc voltage $v$. For most prac-
Fig. 4 — Contact voltage transient with sustained arc on break of an inductive circuit. Pd contacts in atmospheric air, $E = 50$ volts, $L = 0.025$ henry, $R = 115$ ohms, $C = 20 \times 10^{-12}$ farad. Velocity of contact separation 40 cms/sec.

For the circuit in Fig. 1b, the current through the arc is the summation of the main circuit current and the transient current from the $l-c$ circuit. The transient current is $(V_{ai} - v)(\frac{E}{L})^{1/2} \sin \frac{t}{(Lc)^{1/2}}$.

Fig. 7, (a) and (b), represent diagrammatically the voltage and current transients for lumped and distributed circuits. In both cases the arc is
terminated when the current drops to the minimum arcing current $I_m$. It is evident that the condition for obtaining an interrupted arc is:

$$I_a - (V_{ai} - v) \left(\frac{c}{l}\right)^{1/2} < I_m$$  \hspace{1cm} (1)

It may be pointed out that surface contamination, such as organic activation, tends to decrease both $I_m$ and $V_{ai}$. According to equation 1, one may conclude that contact surface contaminations usually tend to cause a transition from an interrupted arc transient to a steady arc transient. The latter is usually associated with appreciably higher energy dissipation between the contacts and much lower contact life due to erosion.

Residual* Voltage Following an Interrupted Arc

At the interruption of the first arc the voltage at the contact is $v$, the arc voltage, and the voltage at the capacitor $C$, Figure 1b, is $\bar{v}_1$ which is usually negative. If the local contact circuit is non-dissipative, the residual voltage is $\bar{v}_1 = 2v - V_{ai}$. For a dissipative circuit with a resistance $r$ corresponding to the frequencies involved:

$$\bar{v}_1 = v - (V_{ai} - v)e^{-\left(\pi/2\right)\cdot(r/z)}$$  \hspace{1cm} (2)†

for an oscillating circuit, as is usually the case, where $z = (l/C)^{1/2}$. The capacitor $C$ at $\bar{v}_1$ will then recharge the local contact capacity $c$, $c \ll C$, through the inductance $l$. If the voltage attained at the contacts is sufficient and the conditions in the gap and at the contact surface are favorable, a reversed arc may be re-initiated, as previously discussed. This process may repeat several times and the residual voltage $\bar{v}_n$ will change sign and decrease progressively. At the end of $n$ arcs, it can be shown that the residual voltage $\bar{v}_n$ is given by:

* The term "recovery" has also been used in the literature.
† Equation 2 and 3 are valid only for small values of $r/z$. These are approximations of the more general expression given by Germer.14
\[ (-1)^n \bar{v}_n = v + (V_{ai} - v)e^{-\left(\frac{\pi}{2}\right) \cdot \left(\frac{r}{z}\right) \cdot n} - 2v \sum_{n=0}^{n=n-1} e^{-\left(\frac{\pi}{2}\right) \cdot \left(\frac{r}{z}\right) \cdot n} \] (3)

This equation indicates that \( \bar{v}_n \) is negative for odd numbers of arcs and positive for even numbers of arcs.* If \( r/z \) is neglected, Equation 3 is reduced to

\[ (-1)^n \bar{v}_n = V_{ai} - 2vn \] (3a)

For \( V_{ai} = 300 \) volts and \( v = 14 \) volts, the residual voltages following the first four arcs are respectively \(-272, +244, -216\) and \(+188\). These

* Except when \( \bar{v}_n \) is not too much higher than the arc voltage \( v \).

† The following alternative explanation for the occurrence of high positive residual voltage was considered: the first arc may be extinguished by the formation of a metal bridge due to the arc. This may occur before the capacitor \( C \) has attained a negative voltage. This possibility, however, was eliminated. From the measured residual voltages the energies in the arcs were calculated. The heights of the bridges produced were computed (reference 2) and were found to be too small compared with the contact separations.
Initiation of Reversed Arcs in One Discharge

In one breakdown from a voltage $V_{ai}$ it is commonly observed that a succession of reversed arcs may be obtained. It was shown in equation 3 that the residual condenser voltage $\bar{v}_n$ progressively decreases, numerically, with the number of arcs $n$. Following the interruption of the first arc, the condenser voltage is $-|\bar{v}_1|$ and the contact voltage is $+v$, the arc voltage. The capacity $C$ will then recharge the local capacitance at the contact through a small lead inductance $L$. If the circuit resistance is neglected, the maximum voltage the contact will acquire is $-(2|\bar{v}_1| + v)$. If this equals or exceeds the original arc initiation voltage $V_{ai}$, a second arc is obtained. For illustration, consider a breakdown initiated at $V_{ai} = 300$ volts and $v = 14$ volts. From Equation 3, $\bar{v}_n$ was calculated for the first four arcs at $r/z = 0.0$ and 0.2. The corresponding maximum contact voltages acquired after each arc were also calculated and the results are given in Table I. For $r/z = 0$, column 3, one may obtain, according to this simple circuit consideration, more than 4 arcs, actually 5. For $r/z = 0.2$, which is a reasonable practical value, only 2 arcs may be obtained, column 5, since following the second arc the maximum voltage attained at the contacts is only 256 volts which is less than the initial arc initiation voltage.

It is possible in some cases, however, to obtain a few more arcs than
TABLE I—INITIATION OF REVERSED ARCS BY OVERCHARGING OF CONTACT CAPACITANCE

(Calculated)

<table>
<thead>
<tr>
<th>Arc No.</th>
<th>$\tau_0$</th>
<th>Max. Cont. Voltage</th>
<th>$\tau_0$</th>
<th>Max. Cont. Voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-272</td>
<td>-558</td>
<td>-195</td>
<td>-404</td>
</tr>
<tr>
<td>2</td>
<td>+244</td>
<td>+502</td>
<td>+121</td>
<td>+256</td>
</tr>
<tr>
<td>3</td>
<td>-216</td>
<td>-446</td>
<td>-60</td>
<td>-134</td>
</tr>
<tr>
<td>4</td>
<td>+188</td>
<td>+390</td>
<td>+22</td>
<td>+58</td>
</tr>
</tbody>
</table>

$V_{ai} = 300$ volts, $v = 14$ volts.

predicted above. These additional arcs have appeared to be initiated at lower voltages than the first arc. This is undoubtedly due to the residual surface and gap effects of the previous arc.* These are discussed in the following section.

Arc Initiation Under Dynamic Conditions—Introduction

In Reference 2 measurements have been presented of the arc initiation voltage between contacts at different separations and surface conditions. These tests are "static" in the sense of allowing enough time to elapse between two arcs to obtain a complete reconditioning of the contact surfaces and gap. With successive arcing, as obtained on break of an inductive circuit or during one breakdown, it was observed that the arc may be initiated at appreciably lower voltages compared with static test results.

One arc may enhance the initiation of a shortly following arc possibly through the effects of: residual ions in the gap or on a cathode surface film, residual metal atoms in the gap and residual thermionic emission. Exactly how each of these effects can enhance the initiation of the arc can be determined only after an understanding of the mechanisms of initiation of the first arc, its maintenance and its termination. It is in order at this point to present a sketchy outline of some plausible mechanisms which are largely of speculative nature. This discussion is also limited to short arcs initiated and maintained with no direct influence of the surrounding atmosphere.

* The additional arcs observed may be partially accounted for by a consideration of the actual value of the arc terminating current which was taken as zero in the above calculations.
a. Arc Initiation

(1) The first initiatory electrons are produced by field emission. The necessary field strength is largely dependent on cathode surface conditions. It is highest for perfectly clean cathode surfaces and appreciably lower in the presence of cathode surface films. This is probably due to lower work functions or due to the presence of positive ions on a cathode film causing local field intensification. (2) The field emission electrons will travel to the anode where, to qualify for setting the second step in arc initiation, should be able to produce, through evaporation, some anode metal atoms* or possibly atoms of an adsorbed gas or a surface film. (3) The potential drop across the contacts should exceed the ionizing potential of the evaporated atoms to allow ionization by electron collision. (4) Ions produced, on approaching the cathode, will cause local fields high enough to produce electron avalanches. (5) the above processes will rapidly multiply leading to the establishment of an arc.

b. The Established Arc

One main characteristic of the short arc is its very high cathode current density. This high emission rate indicates that the short arc is not only initiated but also maintained by field emission. Since the total voltage drop across the arc is only of the order of 10 volts, the cathode drop thickness should be very small compared to the total arc length. The cathode drop is followed by the arc column or plasma which is a high conduction medium with equal electron and ion densities, a small potential drop and a relatively high neutral atom density. To maintain the arc: (1) enough metal atoms should be produced to maintain the necessary ionization medium, (2) ions lost by collection at the cathode, by recombination and by lateral diffusion should be replaced by an

* The arc may also be initiated without the assistance of the anode atoms or ions. The field emission current density at the cathode in this case, was found to reach a critical value before the arc is initiated. It is thought that at this current density the emission spot can attain its melting point through resistive heating. The cathode in this case will furnish the necessary metal atoms for the subsequent steps of arc initiation.

† Recent measurements by the author obtained from arc tracks on Pd contacts produced by short duration constant current arcs indicated current densities as high as $5 \times 10^6$ amp/cm$^2$.


§ Recent analytic considerations, to be published by the author, indicate that in such arcs the current density should be dependent on the work function of the cathode material as well as on the product “pressure $\times$ separation” in the arc. For instance, for work functions of 2 and 5 volts, our calculations show that the minimum current densities are, respectively, $5 \times 10^4$ and $1.4 \times 10^7$ amp/cm$^2$. 

equal number of ions obtained by electron-atom collision in the arc column.

c. Arc Termination

In general, the arc may be terminated by disturbing one or more of the steady state conditions discussed above. For instance, if the potential across the contacts is decreased to or below the ionization potential of the metal atoms, the necessary ionization process will stop and a deficiency of ions in the arc will result. The negative space charge will immediately upset the arc potential distribution interrupting the high electron emission, etc. The arc is also interrupted when the current drops to the minimum arcing current value. This is a well established experimental characteristic of the arc which has yet to be explained in terms of the more basic concepts. It is thought, however, that a decreasing arc current decreases the pressure and the atom density in the arc column. It is possible that when a limiting current is reached the ionization rate becomes too small to maintain the condition of equal space charges in the arc column. One should expect, accordingly, that providing the contact surfaces* with a film of low evaporation energy should furnish a more adequate supply of atoms to the arc which may then be maintained at lower currents. This is in accordance with observations obtained for active contacts.4

Arc Initiation Under Dynamic Conditions; Observations on Break

It appeared of interest to examine the relations between arc initiation voltage and contact separation during the break transient and compare them with measurements made under static conditions.2 In Fig. 3, the increase in arc initiation voltage with separation is in accordance with the static relation shown as a broken line. During the period 2-3, the breakdowns occurred along longer paths than the minimum contact separation and at the minimum value of the sparking potential. By measurement \( t_3 = 20 \times 10^{-6} \text{ sec} \), \( s_3 = 8 \times 10^{-4} \text{ cm} \) and \( ps = 0.61 \text{ mm Hg X cm} \). This is roughly the \( ps \) value at the minimum sparking potential in air.10

By gradually decreasing the charging times of the transient, by adjusting circuit parameters, it was observed that a point was generally reached when a portion of the breakdowns was initiated at voltages well below the corresponding static initiation voltages. Fig. 9 illustrates this

* The necessary atoms may be obtained from either electrodes or both. Arc transfer observations generally indicate signs of evaporation from both electrodes.
effect. In contrast to the static line, shown as a broken line, the breakdown potential shows little change with separation for a major part of the transient. Towards the end, it shows a gradual increase which in this particular case fails to reach the static line. Figure 10(b) is a plot of the ratio \( (V_{ai})_{dyn}/(V_{ai})_{stat} \) versus time along the transient.

This phenomenon is attributed to residual effects in the contact gap or on the contact surfaces. In this section, are discussed the possibilities of the presence of residual ions, residual atoms and residual thermionic emission.

a. Deionization Time

This is determined by calculating the transit time of an ion across the contact gap under the applied field corresponding to the charging of the contact capacitance. For simplification, the initial motion of the ions and the initial field are neglected, the voltage rise is approximated by \( V/V_{ai} = t/t_{ch} \) and the field is taken as \( V/s \).

\[
t_{deio} = \left( \frac{6m_s^2 t_{ch}}{e V_{ai}} \right)^{1/2}
\]  

(4)
Defining a charging velocity \( s/\tau_{ch} = u_{ch} \) and a deionization velocity \( s/\tau_{deio} = u_{deio} \) and substituting in equation 4 gives

\[
\frac{eV_{ai}}{6m} = u_{deio} \left( \frac{eV_{ai}}{6m} \right)^{1/3} \quad (4a)
\]

Following an arc, the contact voltage increases until a new breakdown occurs at \( V_{ai} \). At this instant residual ions from the previous arc could be present in the gap only if \( u_{ch} > u_{deio} \), or if

\[
u_{ch} > \left( \frac{eV_{ai}}{6m} \right)^{1/2} \quad (5)\]

This is a convenient expression to apply to our measurements, Fig. 9. For any breakdown point on the transient \( V_{ai} \) is measured and \( u_{ch} \) is calculated from the corresponding circuit current, capacity \( C \) and contact separation. For illustration, for Pd contacts and \( V_{ai} = 300 \) volts, equation 5 shows that for the presence of residual ions, the charging velocity \( u_{ch} \) must be greater than \( 10^6 \) cms/sec. For \( I = 0.3 \) amp. and \( C = 10^8 \) farad, \( \tau_{ch} = V_{ai}C/I = 10^{-6} \) sec and for the presence of residual ions the separation between the contacts must be greater than 1.0 cm. This separation is much greater than most separations involved in our field of study. In Fig. 10(b) are plotted the values of \( u_{ch} \) during the transient. \( u_{ch} \) reaches a maximum of about \( 1.8 \times 10^4 \) cms/sec. This maximum occurs because \( u_{ch} \) is proportional to \( sI \) which is a product of two monotonic functions one increasing and the other decreasing. It is of interest to note that the decrease in \( u_{ch} \) caused an increase in the ratio \( (V_{ai})_{dyn}/(V_{ai})_{stat} \).

* Deionization by recombination and lateral diffusion were neglected.
From a group of transients similar to Fig. 9, obtained at different conditions, the plot in Fig. 11 was made. It indicates that in general, the ratio \((V_{ai})_{dyn}/(V_{ai})_{stat}\) starts decreasing at about \(u_{ch} = 2 \times 10^3\) cms/sec and at \(2 \times 10^4\) the arc initiation voltage is only 50 per cent of the corresponding static value. As shown in the figure a deionizing velocity of \(10^5\) cms/sec is just about two orders of magnitude too high to account for this phenomenon. It should be added, however, that while all the ions have cleared the gap, it has been proposed\(^7\) that the life time of an ion on a surface film can be long enough to enhance the initiation of the next arc. If this mechanism is accepted, our data would indicate that the life time of the ions was only of the order of \(10^{-7}\) second.

b. Residual Atoms

After an arc, the contact gap contains some metal atoms evaporated from the electrodes by the arc. These atoms will clear the gap by traveling to and condensing on the electrodes and by lateral diffusion. A crude approximation is given here of the time of recollection of the atoms on the electrodes based on their initial momentum.

One may visualize the arc spot on an electrode to have a temperature distribution extending from submelting temperatures to a range of boiling temperatures, corresponding to the arc pressures. The lowest temperature is probably the normal boiling temperature of the contact metal. At the termination of the arc, the metal atoms produced at the lowest boiling temperature are the slowest and last to recondense on the
opposite electrode. An estimate of their velocity may be obtained by assuming thermal equilibrium to have preceded the arc extinction and by using the Maxwellian velocity distribution. The most probable velocity of the metal atoms at the boiling temperature $T_b$ is:

$$u_{at} = \left(\frac{2kT_b}{m}\right)^{1/2}$$

Due to subsequent collisions of the atoms, the velocities thus obtained are probably too high. For Pd at $T_b = 2500\,\text{oK}$, $u_{at} = 6.4 \times 10^4\,\text{cms/sec}$. In Fig. 11 is plotted a portion of the velocity distribution at the above conditions. It appears that residual atoms can still be present in the gap at the initiation of the next arc. If it is assumed that the presence of Pd atoms in the gap is alone responsible for the lowering of the arc initiation voltage, one may conclude that the sparking potential in Pd vapor is lower than in air. No evidence, however, is available to support this. On the other hand, at least for contacts with gaps short enough to exclude the surrounding atmosphere, or for vacuum contacts in general, it is quite probable that the presence of metal atoms in the gap could enhance arc initiation. This, as pointed out previously, is because the arc cannot be initiated until atoms from the electrode surfaces are evaporated, by electron bombardment or otherwise, to be subsequently ionized.

**c. Cooling Time of The Arc Spot, Maintenance of Thermionic Emission**

At the interruption of the first arc, the arc spot initially at the boiling temperature of the metal, will start cooling mainly by conduction to the bulk of the surrounding metal. For a certain period, however, it will remain at temperatures high enough to furnish enough thermionically emitted electrons that may enhance the initiation of the following arc. Assuming the arc spot to be a hemisphere of radius "$a$" initially at a temperature $T_b$, while the rest of the metal is at $T_o$, the temperature $T$ at the center of the hemisphere is given by:

$$T - T_o / (T_b - T_o) = \frac{4}{\pi^{1/2}} \int_0^{a/2(\alpha t)^{1/2}} z^2 e^{-z^2} \, dz$$

Numerically, for $T_b = 2500\,\text{oK}$ and $T_o = 300\,\text{oK}$, $T$ drops to $2400\,\text{oK}$ and to $1600\,\text{oK}$ at $a/2 (at)^{1/2} = 2.0$ and 1.2, respectively. It is evident that the cooling time is proportional to the area of the arc spot. If the current at which the arc is terminated is $I_m$ and the arc current density is $i_a$, the area of the arc spot is $A_a = I_m/i_a$ and $a = (I_m/\pi i_a)^{1/2}$. For
\(i_a = 10^7 \text{ amp/cm}^2\), and \(I_a = 0.5 \text{ amp}\) one gets: \(T = 2400^\circ\text{K}\) at \(t = 4 \times 10^{-9} \text{ sec}\) and \(T = 1600^\circ\text{K}\) at \(t = 1.1 \times 10^{-8} \text{ sec}\) for Pd.

The corresponding thermionic emission is obtained from

\[i_{th} = AT^2e^{-\frac{\varphi}{kT}}\]

with \(A = 60 \text{ amp cm}^{-2} \text{ deg}^{-2}\) and \(\varphi = 4.99 \text{ volts}\) for Pd\(^{12}\). At the termination of the arc, \(t = 0\), \(i_{th} = 0.048 \text{ amp/sec}\^2\); at \(t = 4 \times 10^{-9} \text{ sec}\), \(i_{th} = 0.032 \text{ amp/cm}^2\) and at \(t = 1.1 \times 10^{-8} \text{ sec}\), \(i_{th} = 6 \times 10^{-8} \text{ amp/cm}^2\).

The respective rates of electron emission from the arc spot are \(1.5 \times 10^6\), \(1.0 \times 10^9\) and \(1.9 \times 10^8\) electrons/sec. This indicates that the initiating electrons may be furnished by thermionic emission if the charging time following the first arc is of the order of or less than about \(5 \times 10^{-3} \text{ sec}\). This time is more than an order of magnitude too small compared to the charging times involved in the data of this section. One may, therefore, exclude the thermionic emission as an explanation for the low arc initiation voltages obtained.

The initiation of reversed arcs, however, may be enhanced by thermionic emission from the previous arc spots since the recharging times involved, \(\pi lc^{1/2}\), are usually very small. \(l\) and \(c\) are usually of the orders of \(10^{-7}\) henry and \(10^{-11}\) farad and the charging time is of the order \(10^{-9}\) sec.

**ESTABLISHMENT OF GLOW DISCHARGE AND TRANSITION INTO AN ARC**

For the circuit in Fig. 1(b), it was observed that on break of the contact, glow discharge was observed under certain circuit and contact surface conditions. An obvious requirement was that the voltage across the contacts should exceed the glow discharge voltage of the contact in the surrounding atmosphere. This requirement alone, however, was not sufficient as in some cases no glow could be detected, in others glow was established and maintained and in other instances glow was followed by a transition into an arc. In this section is presented an experimental study of the conditions that determine the nature of the discharge.

**Cathode Current Density in Static Normal Glow**

First, measurements were made of the cathode current density in a static normal glow. This was done for palladium and gold contacts in dry atmospheric air at 25°C. In each case the cathode was the flat end of a cylinder and the anode was a larger parallel flat surface of the same material as the cathode. The circuit in Fig. 12 was used. The contacts were
cleaned by filing then washing with methyl alcohol and distilled water. The contacts were slowly brought together until glow discharge was established. Before measurements were made the circuit current was increased to allow the glow to cover the entire cathode flat surface as well as a portion of its cylindrical surface. By allowing the contacts to glow for about 20 minutes, the occasional arcing first observed was eliminated and a steady glow was established. The cathode was observed under a microscope and the current was adjusted to obtain a glow just covering the flat cathode area. From the measured current and the cathode area, the cathode current density was determined. The results are given in Table II.

![Diagram](attachment:Fig. 12_Circuit for measurement of cathode current density in normal glow discharge at static conditions.png)

**Observations on Glow Maintenance and Glow-arc Transitions**

The simplified circuit in Fig. 13 was used. The contact cathode was the flat end of a cylinder. The cylindrical portion was tightly fitted into a block of an insulating material allowing an exposure of the flat end and a cylindrical area less than 10 per cent of the flat area. The anode was a parallel plain surface of the same material.

To avoid the unnecessary complications of a measuring circuit connected to the contacts, the plates of a cathode-ray oscilloscope were, instead, connected across a capacitor, 10 times \(C\), in series with the circuit capacitor \(C\). From the transients obtained, it was possible to identify glow discharge, steady arcs and interrupted arcs. Four typical transients are shown in Fig. 14. Transient A shows a case where glow discharge was established and maintained for the entire half period of the circuit. In transient B glow was not detected and, instead, interrupted arcs occupied the entire half period. In transient C, glow discharge was maintained for a short duration 1-2 followed by interrupted arcing, 2-3. At point 3 the circuit current was high enough to maintain an arc and a steady arc was obtained, 3-4. Transient D is similar to B where glow discharge was undetectable. The multiple discharge in D, however, lead to the steady arc 2-3.

Before presenting our measurements and discussion, a review is given
Table II — Cathode Current Density in Steady Normal Glow in Dry Atmospheric Air at 25°C

<table>
<thead>
<tr>
<th>Electrodes</th>
<th>Cathode Diameter, cm</th>
<th>Glow Current, amp</th>
<th>Cathode Current Density, amp/cm²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd</td>
<td>0.05</td>
<td>0.010</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>0.033</td>
<td>4.2</td>
</tr>
<tr>
<td>Au</td>
<td>0.05</td>
<td>0.017</td>
<td>8.6</td>
</tr>
<tr>
<td>Ag*</td>
<td></td>
<td></td>
<td>9</td>
</tr>
</tbody>
</table>

* Measurement by F. E. Haworth.¹²

Here of the process of the initiation of the steady arc which was explained in detail in reference.⁵ For the inductive circuit in Fig. 13, when the proper contact separation is reached, a first breakdown will occur discharging the local capacitance at the contacts. This is followed by recharging from C through L and a second breakdown. This will repeat while the circuit current will increase in a discontinuous fashion. If it reaches the minimum arcing current of the contact, a steady arc is established, otherwise, the transient will be made up entirely of local multiple discharges. Figures 14D and B are the main condenser voltage transients corresponding to the above two cases respectively.

The interrupted arcs, or multiple discharges, and the steady arc constitute the two processes of conduction that are commonly obtained when the voltages involved are below the spark breakdown potential of the surrounding atmosphere. In such cases, the arc initiation is dependent on the contact material and its surface condition and is independent of the atmosphere.² If the voltages involved are equal to or greater than the minimum sparking potential of the atmosphere, the initiation of a breakdown is primarily dependent on the atmosphere. This breakdown, however, may in addition lead to a glow discharge as discussed above. This immediately raises the question as to whether breakdowns leading to an arc and breakdowns leading to a glow discharge are initiated at the same potentials. For this purpose the following experiment was performed.

Fig. 13 — Simplified circuit for the study of glow-arc transitions.
Fig. 14 — Voltage transients at circuit condenser. A: all glow. B: no glow, only a series of interrupted arcs. C: glow-interrupted arcs — steady arc. D: no glow, interrupted arcs — steady arc — interrupted arcs.
Initiation Voltage of Glow Discharge

The cantilever bar setup previously used for similar measurements of arc initiation voltage as function of separation was used here. By varying the separation the corresponding glow initiation voltage was measured. For each separation a measurement was also made of the arc initiation voltage. The results are given in Table III. The results indicate that both arc and glow are initiated at the same voltage for the same separation. One may, therefore, conclude that at least the first few steps involved in the process of the breakdown are the same whether they lead to a glow discharge or to an arc. In many cases, it was observed that the arc was preceded by a period of glow discharge. This was not found, however, to be the general case as discussed in the following section.

Table III — Glow and Arc Initiation Voltages as Functions of Contact Separation for Pd Contacts in Dry Atmospheric Air at 25°C.

<table>
<thead>
<tr>
<th>S: 10^-4 cm</th>
<th>1.5</th>
<th>3.0</th>
<th>4.5</th>
<th>6.0</th>
<th>7.5</th>
<th>9.0</th>
<th>10.5</th>
<th>12.0</th>
<th>13.5</th>
<th>15.0</th>
<th>16.5</th>
<th>18.0</th>
<th>19.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>V&lt;sub&gt;glow&lt;/sub&gt;: volts</td>
<td>320</td>
<td>320</td>
<td>340</td>
<td>380</td>
<td>400</td>
<td>420</td>
<td>450</td>
<td>480</td>
<td>500</td>
<td>520</td>
<td>540</td>
<td>560</td>
<td>590</td>
</tr>
<tr>
<td>V&lt;sub&gt;arc&lt;/sub&gt;: volts</td>
<td>310</td>
<td>320</td>
<td>340</td>
<td>370</td>
<td>400</td>
<td>420</td>
<td>450</td>
<td>470</td>
<td>490</td>
<td>510</td>
<td>540</td>
<td>570</td>
<td>590</td>
</tr>
</tbody>
</table>

Glow-arc Transition

The experimental setup used is shown in Fig. 13. By systematic variation of the circuit parameters Vo, L and C, a variety of transients was obtained and recorded. Samples of typical cases are shown in Fig. 14. For transient stability and reproducibility, it was found necessary to exercise extreme care in securing good contact surface cleanliness and in maintaining it during the experiment. The presence of organic vapors, humidity, films of grease or oil, fingerprints, etc., usually led to erratic results. The general effect was an inclination towards more arcing and less glow discharge. Only by proper cleaning of the contact surfaces and allowing the contact to arc heavily for about 20 minutes was it possible to obtain fairly reproducible results. Table IV shows a summary of results obtained from one of several sets of experiments performed.

Before stabilization of the transient, it was generally observed that the glow period was first short then gradually increased until it reached a limiting value which it did not exceed. These limiting values are given in column 5 as fractions of the half period \( \pi (LC)^{1/2} \). They range from zero, actually glow was not detected with a time resolution of 1 per cent of the
Table IV—Glow-Arc Transition Data for Pd Contacts in Atmospheric Air-Cathode Diameter 0.1 cm.

<table>
<thead>
<tr>
<th>$V_a$ volts</th>
<th>$C \times 10^{10}$</th>
<th>$L \times 10^{-4}$</th>
<th>$\pi (LC)^{1/2}$ ohms</th>
<th>$I_a/\pi (LC)^{1/2}$</th>
<th>$(V_a - V_g)/L$ at 10$^4$ amp./sec.</th>
<th>$I_a$ max. amp.</th>
<th>$I_a$ max. amp./cm.$^2$</th>
<th>$(I_a)/I_0$ max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>18,000</td>
<td>5</td>
<td>52</td>
<td>6.0</td>
<td>&lt; .018</td>
<td>&lt; 2.3</td>
<td>&lt; 0.5</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>4.0</td>
<td>3.0</td>
<td>&lt; .012</td>
<td>&lt; 1.6</td>
<td>&lt; 0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>4.4</td>
<td>1.9</td>
<td>&gt; 0.2</td>
<td>&gt; .19</td>
<td>&gt; 23</td>
<td>&gt; 4.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>1.0</td>
<td>1.0</td>
<td>&gt; 1.0</td>
<td>&gt; 10</td>
<td>&gt; 13</td>
<td>&gt; 2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>1.0</td>
<td>1.0</td>
<td>&gt; 1.0</td>
<td>&gt; 0.4</td>
<td>&gt; 5</td>
<td>&gt; 1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>1.0</td>
<td>1.0</td>
<td>&gt; 1.0</td>
<td>&gt; 0.4</td>
<td>&gt; 5</td>
<td>&gt; 1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>18,000</td>
<td>8</td>
<td>660</td>
<td>3.8</td>
<td>&lt; .015</td>
<td>&lt; 2</td>
<td>&lt; 0.4</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>5</td>
<td>4.0</td>
<td>3.0</td>
<td>&lt; .012</td>
<td>&lt; 1.6</td>
<td>&lt; 0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>4.4</td>
<td>1.9</td>
<td>&gt; 0.2</td>
<td>&gt; .19</td>
<td>&gt; 23</td>
<td>&gt; 4.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>1.0</td>
<td>1.0</td>
<td>&gt; 1.0</td>
<td>&gt; 10</td>
<td>&gt; 13</td>
<td>&gt; 2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>1.0</td>
<td>1.0</td>
<td>&gt; 1.0</td>
<td>&gt; 0.4</td>
<td>&gt; 5</td>
<td>&gt; 1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>18,000</td>
<td>15</td>
<td>906</td>
<td>2.5</td>
<td>.19</td>
<td>24</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>550</td>
<td>5</td>
<td>4.0</td>
<td>3.0</td>
<td>.23</td>
<td>29</td>
<td>5.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>4.4</td>
<td>1.9</td>
<td>&gt; 0.2</td>
<td>&gt; .17</td>
<td>&gt; 22</td>
<td>&gt; 4.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>1.0</td>
<td>1.0</td>
<td>&gt; 1.0</td>
<td>&gt; 0.7</td>
<td>&gt; 11</td>
<td>&gt; 2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>1.0</td>
<td>1.0</td>
<td>&gt; 1.0</td>
<td>&gt; 0.7</td>
<td>&gt; 11</td>
<td>&gt; 2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>18,000</td>
<td>20</td>
<td>1050</td>
<td>1.5</td>
<td>.28</td>
<td>36</td>
<td>7.2</td>
<td></td>
</tr>
<tr>
<td>550</td>
<td>5</td>
<td>4.0</td>
<td>3.0</td>
<td>.23</td>
<td>29</td>
<td>5.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>4.4</td>
<td>1.9</td>
<td>&gt; 0.2</td>
<td>&gt; .17</td>
<td>&gt; 22</td>
<td>&gt; 4.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>1.0</td>
<td>1.0</td>
<td>&gt; 1.0</td>
<td>&gt; 0.7</td>
<td>&gt; 11</td>
<td>&gt; 2.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* No glow was detected with a time resolution of 1 per cent of a half period $\pi (LC)^{1/2}$.
† Uninterrupted glow occupied the entire half period.
‡ Obtained by dividing $(I_a)$ max by the total cathode area.

Transient time, to a full transient time. By calculation, the corresponding limiting currents and limiting current densities were obtained, columns 7 and 8 respectively. The ratios of the limiting current densities to the normal glow current density are also given in column 9. They show that at the interruption of the glow discharge the current density was 5 to 7 times the normal glow current density. This indicates a transition from normal glow to abnormal glow before the final transition into an arc. One may, therefore, conclude that if glow discharge is obtained it starts as normal glow which may occupy only a small fraction of the cathode area. By increasing the current the cathode glow area expands at constant current density until it covers the entire cathode area. Further current increase leads to a transition into abnormal glow with higher current densities. Transition of the abnormal glow into an arc occurs when the current density reaches a limiting value. This limiting current density is extremely sensitive to surface contamination and generally
increases with surface cleaning. For clean Pd contacts in atmospheric air an average limiting current density of 30 amps/cm$^2$, or about 6 times the normal glow current density, was obtained. This sudden transition from the low current density glow to the very high current density arc represents a high rate of change in the emission process. With contaminated contacts, this is probably due to the presence of low work function high emission spots on the cathode. These spots may be eliminated by proper cleaning thus allowing glow discharge to be maintained at higher current densities. The observed glow-arc transitions for clean contacts, consistently occurring at about 30 amps/cm$^2$ for Pd, may still be attributed to the formation of a surface film on the cathode through a cathode-atmosphere reaction.

Measurements have also indicated that under certain conditions, glow discharge cannot be obtained even at currents much below the limiting currents discussed above. It appears that there is a limiting rate of rise of current with time above which glow discharge cannot be maintained. In Table IV, column 6, the initial rates of current rise are given. In all cases where the rate of current rise was greater than about $3 \times 10^4$ amps/sec, lines 1, 2, 3 and 7, no glow was obtained. The experiment was repeated with two other cathode diameters of 0.2 and 0.05 cm. The limiting rates of rise obtained were approximately the same as given above, indicating that the limiting rate of current rise is independent of the cathode area. This seems reasonable since at the beginning of the transient the currents are very small and the emission area is only a very small fraction of the cathode area. No detailed explanation, however, can be furnished at this time as to why such a limit of the rate of current rise does exist. It is obvious, nevertheless, that while the rate of current rise can be increased without limit by manipulating the circuit parameters, the conduction mechanism in the contact gap, will, in general, have its own limitations as determined by the emission processes involved.
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* With a contaminated cathode surface a transition into an arc may occur during the normal glow period well before the current is high enough to allow normal glow to cover the entire cathode surface. This is particularly true with larger cathode areas which are usually hard to clean satisfactorily by the above procedure.

† A recent unpublished study by F. E. Haworth has shown that in the absence of the usual surface contaminants, glow discharge is capable of activating palladium and silver contacts through the formation of surface films. These surface reactions appear to be strongly dependent on the atmosphere.
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Thickness Measurement and Control in the Manufacture of Polyethylene Cable Sheath

By W. T. EPPLER

(Manuscript received October 22, 1953)

The manufacture of multiple sheath for Alpeth and Stalpeth cables requires the application of a sheath of polyethylene over a sheath of corrugated metal which is flooded with a rubber asphaltic compound. For high quality and minimum cost, this outer sheath must be of uniform thickness throughout its length. One of the problems in cable sheath manufacture is to maintain the concentricity and average thickness of the extruded polyethylene sheath to close limits during manufacture. This article reports on: (1) The application of a capacitance sensitive bridge to the measurement of the eccentricity and average thickness of the sheath on cables moving at speeds of 20 to 100 feet per minute; (2) The method of thickness calibration; and (3) The use of the thickness measurements in maintaining the sheath concentricity and average thickness within close limits during the sheathing operation.

HISTORY

In the manufacture of multiple sheath for Alpeth and Stalpeth cables, an outer sheath of polyethylene is applied. It is desirable for high quality and low cost to make this outer sheath of a uniform thickness throughout. The construction of these cables is shown in Fig. 1. In both designs, the outer sheath is polyethylene extruded onto a corrugated metal undersheath which has been flooded with a rubber asphaltic compound.

The extrusion art had been unable to obtain a high degree of control, primarily because measurements of the thickness could not be obtained until after the sheath was applied to the cable core. Eccentric sheath must have a greater average thickness than concentric sheath, if the thickness of the thin side is not to fall below a required minimum thickness.

The symmetrical design of a typical core tube and die for sheathing is shown in Fig. 2. Concentric set-up of these extrusion tools around the
cable core will not produce concentric extruded sheath. This is caused by an unbalance in the plastic flow in the extruder. The flow makes a ninety degree turn from the extruder cylinder into the die head, and to reach the far side of the die, must flow around the core tube. The flow resistance also varies with changes in the temperature of the plastic and of the extruder screw speed.

The core tube is fixed in position in the extruder head. The die is located around the core tube and can be moved in any direction eccentric to it. Fig. 3 shows a core tube and die mounted in the extruder head and indicates the location of the four die adjusting screws by which movement of the die in relation to the fixed core tube is accomplished. The die must be located at some one eccentric position in relation to the core tube to compensate for the differences in flow resistances in the head.

To set the die for concentric sheath and to adjust for specified thickness the prevailing practice of the cable art of measuring the wall thickness of a sample taken from the lead or finish ends of the sheathed cable was of necessity resorted to because it was the best technique available. The cutting of a ring of sheath and the micrometer gage are shown in Fig. 4. These end samples only approximate sheath conditions because

---

Fig. 1 — (Left) Telephone exchange cable of Alpeth design; (right) Stalpeth design.
they are only short pieces to represent cables up to a few thousands of feet in length.

Sheath eccentricity is expressed as a percentage and is the difference between the thicknesses, of the thickest and the thinnest sides of a cross section, in relation to the specified wall thickness expressed in mils. Control from end sampling resulted in most cables having eccentricities of 30 per cent to 60 per cent. Also, it was difficult to keep the average thickness to within ±0.010 inch of the specified average thickness.

The need for a better gaging method than end sampling, led to an investigation of determining the wall thickness in terms of the capacitance that would be formed by the metal undersheath and a probe sliding on the sheath surface.

A test set as shown in Fig. 5 was developed which responds to changes
in capacitance. The capacitance response is in turn calibrated in thousandths of an inch of sheath thickness. The electronic system of the set has been described in the Bell System Technical Journal previously.* It is practical from test set measurements to control the concentricity of Alpeth cable to within 35 per cent and Stalpeth to within 20 per cent. Average thicknesses within ±0.005 inch are maintained.

Formerly, the safe practice was to use an excess of approximately 10 per cent over specified average in order to keep the thin side of eccentric sheath within the minimum spot limit. Control from test set measurements eliminated the necessity of using an excess of polyethylene because sheath of improved concentricity maintained close to the specified average thickness does not vary below the specified minimum spot thickness. The quality of the sheath is improved because it is of consistently high dimensional uniformity not previously obtainable. Also, concentric sheath has better flexing characteristics since eccentric sheath concentrates the stresses of flexing in the thin side.

CALIBRATION OF THE TEST SET FOR SHEATH THICKNESS MEASUREMENTS

Calibration of capacitance into thickness was difficult because the capacitance is not a simple function of polyethylene thickness. It depends also on the curvature of the sheath surface, the size and shape of the probe, the amount of flooding and the height and shape of the corrugated metal. For a given probe, it depends chiefly on the thickness, the flooding and the sheath curvature. The flooding sometimes varies from a thin film to an excess that overfills the corrugations. The surface curvature is not uniform because the soldering of the metal overlap of Stalpeth cable generally produces a flattened sector and the capstan at the soldering operation results in an elliptical shape. Changes in the surface curvature and in the amount of flooding can be compensating or cumulative in varying the capacitance.

To determine whether a correlation between jacket thickness and capacitance existed, extensive spot checks for three sizes of cable were made. Marked points on cable were measured for capacitance and then with a micrometer. A slight error can exist because the micrometer measurement is only one spot in the center of an area which is effective to capacitance. This condition is shown by Fig. 6. Also, it is difficult to determine accurately the surface curvature associated with the capacitance measurement.

The relation of thickness to capacitance conditions in the samples is
shown by Fig. 7. The sheath thickness is specified as the distance between the outside surface of the sheath to the bottom of the corrugations formed into the polyethylene by the crests of the corrugated metal sheath, as indicated by dimension $T$. The top sketch shows the normal amount of flood. The capacitance will be different in each of the three conditions of equal thickness shown. With excess flood, center sketch, the distance between plates is increased and the capacitance is decreased.
POLYETHYLENE CABLE SHEATH THICKNESS

Fig. 6 — Thickness measured by direct calibration; spot by micrometer; area by capacitance.

Fig. 7 — Equal thicknesses, different capacitances.
Insufficient flood, bottom sketch, alters the dielectric from polyethylene plus some flood, to all polyethylene. The capacitance is decreased.

A typical plot of points and a calibration curve are shown in Fig. 8. Each of the three cable sizes measured revealed a wide band of plot points. In each curve the points were more dense toward the left side of

Fig. 8 — Measured points of sheath thickness versus recorder readings and developed calibration curve.
the band, becoming progressively less to the right across the band. The majority of points to the extreme right were found to be cases of excess flood. Many of the points, near the extreme right had insufficient flooding. Points close to the curve had the flood just filling the corrugation valleys. Other points consist of various other amounts of flood and/or are the result of deviation from correct surface curvature.

![Graph showing calibration of flat sample thickness versus recorder scale.](image)
Fig. 8 also shows that the greatest percentage of points are within a thickness range of approximately 0.010 inch. In moving downward from maximum thickness the concentration of measured thicknesses increases rapidly over approximately 0.003 inch and then becomes progressively less covering an additional 0.010 inch. The calibration curve was placed at about the location of maximum point concentration. By averaging the thickness indications along a short length of the cable, a measurement adjusted for the occasional extremes in flooding and surface variations is obtained. The accuracy for practical use is therefore within limits of ±0.005 inch from the mean.

Investigation was also made of flat samples of Polyethylene placed upon a flat metal plate. Flat samples eliminate the variables introduced by the cable surface curvature, the corrugated metal undersheath and the flooding material. A plot of capacitance against thickness for flat samples is shown in Fig. 9. Each point represents an individual molded flat sample. The majority of points are within ±0.003 inch of the curve.

The measurement of sufficient points to obtain curves for the many cable diameters would involve an impractical amount of work.

The calibration curves for the three cable sizes and the curve for flat samples drawn to the same capacitance versus thickness scale have similar form, but are displaced one from the other. The displacement of the calibration curves for cables of core diameters of 1.39 to 2.38 inches is shown by Fig. 10. The displacement is approximately 1 meter division for a diameter change of 0.1 inch.

Calibration curves for other cable diameters than the three measured were obtained by an approximation formula based on measuring a few points from each sheath diameter to determine the displacements and slopes and multiplying the flat sample curve values by the displacement and slope correction factors.

The curve for flat samples and the curve for 2.38 inch diameter cable plotted to the same scales is shown in Fig. 11. The two curves are sufficiently alike so that by multiplying the flat sample curve thickness values by a constant \( K_1 \) obtained from the ratio of the cable sheath thickness to the flat sample thickness at zero recorder scale, the amount of curvature of the resultant curve and the measured sheath curve are essentially the same, and they have the same thickness and capacitance values at zero recorder reading. A multiplier \( K_2 \) can then be added to adjust the slope of the percentage curve to make it practically coincide with the sheath thickness curve. Actually, there is a slight difference between the curvature of the flat sample curve and those of cable sheath. The amount of curvature increases as the cable diameter decreases.
Fig. 10 — Calibration curves by core diameters, thickness versus recorder scale.
Fig. 11 — Adjustment of flat sample direct calibration to obtain calibration of 2.38-inch diameter cable sheath.

The result is the following approximation formula, from which the thickness calibration can be calculated within 0.001 inch with the error negligible over most of the working range.

\[
T = T_F K_1 K_2
\]

where \( T \) = Thickness in thousandth's of an inch of polyethylene cable sheath.
\[ T_p = \text{Thickness fo flat polyethylene sample at same recorder meter reading as for } T. \]

\[ K_1 = \text{Ratio of actual cable sheath thickness to flat sample thickness at zero meter reading.} \]

\[ K_2 = \text{Constant to change slope of } T_pK_1 \text{ curve.} \]

For + meter readings
\[ K_2 = \frac{T_{(at+35 \text{ meter})} - T_0}{T_pK_1(at+35 \text{ meter}) - T_0} \]

For − meter readings
\[ K_2 = \frac{T_{(at-35 \text{ meter})} - T_0}{T_pK_1(at-35 \text{ meter}) - T_0} \]

\[ T_0 = \text{Thickness in thousandth's of an inch of cable sheath at zero meter reading.} \]

The \( K_1 \) factor accounts for the dimensional differences between the capacitor formed by a flat thickness of polyethylene on a flat plate compared to the actual capacitor construction of cable at zero meter. Both have the same capacitance of 1.20 \( \mu \text{F} \) at zero meter reading. \( K_2 \) accounts for changes resulting from the curved surfaces of cable. \( K_1 \) and \( K_2 \) are different for each cable diameter.

Since zero meter is used as a reference point, the formula becomes:
\[ T = (T_pK_1 - T_0) K_2 + T_0 \]

**ACCURACY CHECK UNDER OPERATING CONDITIONS**

A check* was made of the accuracy of calibration and of the response under operating conditions of applying the sheath to the cable. The upper graph in Fig. 12 was obtained with the test set probe tracking at a cable sheathing speed of 50 feet per minute. The probe was shifted to different octant locations on the circumference for lengths of the cable as indicated on the graphs. The track of the probe was marked on the sheath surface and the sheath then removed, cleaned of flooding compound and the micrometer measurements of the thickness taken at six-inch intervals along the length. The lower graph is a plot of the thickness obtained by micrometer. The ability of the test equipment to track and respond to the thickness variations is apparent from comparison of the two graphs.

**APPLICATION OF TEST EQUIPMENT FOR EXTRUSION CONTROL**

The test set is placed at some distance after the extruder to prevent the probe from marking the plastic polyethylene. The machinery of the

*Test and measurements by courtesy of J. L. O'Toole, Bell Telephone Laboratories.
Fig. 12 — Accuracy check under operating conditions.
sheathing line is diagrammed in Fig. 13. At the top left is the supply reel of metal jacketed cable. The cable is pulled through the flood tank where the hot rubber asphaltic compound is flowed over the corrugated metal sheath. It then progresses through the die head of the extruder where the polyethylene sheath is extruded over the flooded metal sheath. The cable with plastic polyethylene then enters the cooling trough where it is cooled and solidified. At the exit of the cooling trough is an air blower for drying the water from the sheath surface. The test set is located after the dryer. The next unit is the capstan which pulls the cable. At the final unit to the right, the sheathed cable is taken up on the shipping reel.

A typical recorder graph taken along 360 feet of cable length with the sensing probe held at one location on the sheath circumference is shown in Fig. 14. With apparently stable conditions of extrusion the spot thickness indications will vary as much as plus or minus 0.010 inch while the lengthwise average remains stable as shown in Fig. 14. These fluctuations are sheath thickness variations which result from the complex interaction of the many sheathing line variables, but they may be increased or decreased by response to uneven flooding distribution and/or variations in surface curvature. However, it is practical to visually average this graph to within ±0.001 inch.

For die adjustment, thickness measurements are obtained visually by estimating the average of the fluctuations of the recorder's visual indicator. Measurements are taken at quadrant locations corresponding to the locations of the four die adjusting screws. Opposite thicknesses give the amount of eccentricity. Die adjustments can be made accurately because the amount of eccentricity is known and the amount of die movement is governed by the adjusting screw pitch.

Adjustment to specified average sheath thickness is made by averaging measurements at eight positions equally spaced around the sheath. Increasing the speed of the cable in relation to the speed of extrusion increases the stretch of the polyethylene and decreases the average thickness. Decreasing the cable speed increases the average thickness.

**APPLICATION OF TEST EQUIPMENT FOR SHEATH INSPECTION**

The thickness test provides an accurate gage for the inspection organization to measure compliance of the sheath to specified requirements. Inspection possibilities with the thickness test set are many and the problem becomes one of an economic procedure that will assure the required quality. Continuous recording of the entire cable length is practical but is unnecessary from a manufacturing viewpoint. Recorder chart speed is one half inch per minute and cable speeds are from 20 to 100
Fig. 13 — Polyethylene sheathing line.
It was found that the fluctuations or variation peaks of one line along the cable length could be averaged from chart lengths of \( \frac{1}{4} \) inch. Also that by taking measurements consecutively by octants around the circumference a practical measure of the entire circumference is obtained and is sufficient coverage to locate the minimum wall thickness. The graphs of Fig. 15 show typical inspection recordings of two cable lengths.

Four thicknesses are specified for inspecting sheath, all of which are obtained from a graph of the consecutively recorded octants. These checks are:

1. The minimum spot thickness.
2. The average thickness lengthwise along the thinnest side. (Average of minimum octant.)
3. The average cross sectional thickness. (Average of octant averages).
4. The maximum difference between the lengthwise average of the thickest side (average of maximum octant) and the lengthwise average of the thinnest side (average of minimum octant).
Fig. 15 — Inspection graphs of two reel lengths — octant graphs with estimated octant averages — calculation of average thickness and eccentricity; location of specified thickness and actual thickness, in thousandths of an inch.
The location of the four major thickness limits have been indicated below the test graphs.

CONCLUSIONS

This test equipment has proved to be a practical means for the control of the concentricity and the average thickness of the polyethylene sheath on Alpeth and Stalpeth cables. It is accurate, reliable and of rigid construction suitable for continuous shop use. It measures the sheath wall thickness directly in thousandths of an inch both visually and as a recorded graph and does so non-destructively as the sheath is applied.

Concentricity is maintained within 35 per cent on Alpeth and within 20 per cent on Stalpeth cable. Average thickness is controlled to within ±0.005 inch of specified average thickness by the practice of visually averaging graphs of about twenty-five feet of cable length.

Polyethylene is conserved in two ways which reduce manufacturing costs. First, improved control permits operating at specified average thickness without varying below minimum spot limit. Previously, an excess over specified average thickness was necessary to prevent the wider range of variation from going below the specified minimum spot thickness. Second, the sheath is of consistently uniform dimensional quality not previously obtainable which made it practical to reduce the average wall thickness 11 per cent below previously specified thickness.
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The characteristic equation for the propagation constants of waves in a filled circular guide of arbitrary radius is written in terms of magnetizing field and a carrier density, which are shown essentially to determine the dielectric and permeability tensors for a gas discharge plasma and for a ferrite. The complex structure of the spectrum of propagation constants and its dependence upon radius and the two parameters are analyzed by a semi-graphical method, supplemented by exact formulae in special regions. Thus the course of individual modes may be charted with fair accuracy.

1. INTRODUCTION

Any material medium which propagates electromagnetic disturbances possesses a local electric or magnetic structure and it is just the motion of the electric or magnetic carriers under the fields of the disturbance that determines how the propagation takes place. If a dc magnetic field be applied to the medium one may expect the local response to be altered and, consequently, to find changes in the character of the propagation. Gyromagnetic media are those for which such changes are sufficiently large to be experimentally significant. For plane waves and for optical frequencies the experimental effects and their explanation have been familiar for a great many years. The non-reciprocal rotation of the plane of polarization of light travelling parallel or antiparallel to an applied dc magnetic field, which is known as the Faraday effect, is such a phenomenon. So also is the fact that the medium becomes doubly refracting for arbitrary directions of propagation.

Interest in gyromagnetic media at longer wavelengths first arose in connection with radio propagation in the ionosphere. The ionosphere is essentially an ionic cloud and the earth supplies a magnetic field, which, for the charge densities involved, is sufficient to produce a large effect
upon propagation. Here, as in the earlier optical cases, the disturbances considered are essentially plane waves. In recent years, with the extensive development of microwave techniques, two gyromagnetic media have been investigated using guided waves. One of these is the gas discharge plasma, an ionic medium like the ionosphere, in which, however, the charge density may be varied over wide ranges in a controllable manner. The magnitude of the effects observed in such ionic media are governed by the relation of the applied frequency to the cyclotron frequency of the ions in the dc magnetic field. Goldstein and his associates have studied the propagation of waves in a cylindrical waveguide within which a discharge is supported and to which a longitudinal magnetic field is applied. Among many effects which they have observed is a large Faraday rotation.

The other medium being actively investigated is the low-loss ferromagnetic medium, as exemplified by the ferrites. In this case the peculiarities of the medium have their origin in the precession of the magnetization of the ferrite about the applied field. This precession takes place with a frequency dependent upon the applied field strength and large changes in the nature of the propagation occur when the frequency of the r.f. applied field approaches this. Polder worked out the effective properties of such a medium for plane waves and Hogan has made various experimental studies of the propagation in cylindrical guides containing ferrite. Here, again, Faraday rotation and other non-reciprocal effects have been observed.

In this paper a variety of topics associated with the theory of guided waves in gyromagnetic media is considered, with the main emphasis laid on the ferrites. The exposition does not attempt to be systematic. Very few problems in this field admit of a thorough analytic treatment and, frequently, the more closely allied they are to the practical uses of ferrites in microwave devices the more fragmentary is the analysis. On the other hand since the problems can always be formulated it is always possible in specific cases to resort to a purely numerical solution. The problems considered here all arise in the effort to analyze the operation of various devices and different idealizations are utilized in particular cases.

In Part I the general properties of gyromagnetic media are discussed and the connection between the phenomenological constants of the medium and the underlying molecular model is derived for the ferrite and for the plasma. The assumptions necessary to render the ferrite problem tractable are discussed at some length. Maxwell's equations are written down for a general gyromagnetic medium and some of the salient features of their solution are noted. The propagation of circularly po-
larized waves in circularly cylindrical guide filled with ferrite or plasma is then considered. The characteristic equation connecting frequency and propagation constant is first derived. For the purpose of obtaining results which can be compared with experiment, a specific molecular model is chosen for the ferrite. In this way the ferrite itself is specified by a single parameter, its saturation magnetization, and its state by another, namely the applied field. The object of the calculation, then, is to find, for a given ferrite and a given guide radius, the mode spectrum of the waveguide and the variation of propagation constant with magnetic field. This is done by a semi-graphical method supplemented by exact analytic formulae in the neighborhood of certain critical points, series expansions in certain regions and some numerical computations in others. A sketch of a similar procedure applicable to the plasma is given.

It should be pointed out that the filled cylindrical waveguide is not a topic of the highest importance from the technical standpoint. It is for this reason that no effort is made here to obtain a comprehensive body of exact numerical information about the modes. One wishes, on the other hand, to exploit the simplifying features of the problem (as contrasted with the more useful case of a cylinder of ferrite not filling the guide) so that the discussion may be exhaustive, in the sense that the complete mode spectrum is exhibited.

In Part II we deal with cases of transverse magnetization. By that term we mean the following: the microwave fields propagate in a direction normal to the dc magnetization and they do not vary along the magnetization direction. They may then be separated into two independent sets of field components, of which only one explicitly depends on the dc magnetizing field. For these two fields wave impedances are defined which can be used for matching purposes. A few simple examples are then given. One special case, that of the "non-reciprocal helix" utilizing ferrite, is of importance in traveling-wave tube work and is discussed at length. The slow-wave propagation along both a cylindrical and a "plane" helix are treated; magnetic loss is analyzed in some detail for the plane case, and general rules are given for its approximate determination in the cylindrical case.

In Part III perturbation theory and some miscellaneous topics are taken up. Suitable perturbation methods are developed for cases in which the waveguide fields are drastically modified over small volumes (as occurs if thin pencils or thin discs are inserted) and also for situations in which the local properties of the medium are but slightly disturbed over finite volumes. Among the miscellaneous topics discussed is the
propagation between infinite parallel planes filled with ferrite in a longitudinal magnetic field. The effect upon Faraday rotation of multiple reflections is considered.

2. THE PHYSICAL PROPERTIES

The propagation of electromagnetic waves in a medium is governed by Maxwell's equations which connect the space variations of \( \mathbf{E} \) and \( \mathbf{H} \), the electric and magnetic intensities with the time variations of \( \mathbf{D} \) and \( \mathbf{B} \), the electric displacement and magnetic induction. To characterize the particular medium relations may be given of the form \( \mathbf{D} = \| \epsilon \| \mathbf{E} \) and \( \mathbf{B} = \| \mu \| \mathbf{H} \) where \( \| \epsilon \| \) and \( \| \mu \| \) are the dielectric and permeability tensors. For disturbances whose amplitude is in some appropriate sense small, the elements of these tensors will be independent of rf amplitude, but will depend upon the dc state of the medium, upon the frequency of the signal and in unfavorable cases upon the wavelength of the latter. With the assumptions made in this paper the dependence upon wavelength will not arise.

The form of \( \| \epsilon \| \) and \( \| \mu \| \) may be known experimentally or it may be deduced from some molecular model of the medium. If the equations of motion of the parts of the medium are known under applied electric and magnetic fields, the displacement and magnetic induction resulting from this motion may be found explicitly. In isotropic media and in the absence of applied dc fields, each component of the displacement or of induction depends in the same way upon the associated component of \( \mathbf{J} \) or \( \mathbf{L} \). The tensors then become diagonal with equal elements. The application of a dc magnetic field, say in the \( z \)-direction, causes ions to circle about this field or magnetic dipoles to precess about it. It follows that a rf electric field in the ionic case or magnetic field in the ferrite, normal to the dc magnetic field, will produce a component of motion at right angles to itself and in time quadrature with it. From symmetry and from the equations of motion in a magnetic field the tensors may be expected to be now of the form

\[
\begin{pmatrix}
  a & -jb & 0 \\
  jb & a & 0 \\
  0 & 0 & c
\end{pmatrix}
\]

where \( a \) is an even function of magnetic field and \( b \) an odd function. \( c \), in general, will be independent of the magnetic field.

That \( a \) and \( b \) at a given frequency and for a given sample of the medium are not independent but are related through the magnetizing dc field, \( H_0 \), is a fact of which we need not take cognizance when solving Maxwell's
equations subject to the appropriate boundary conditions. Their solution will determine the propagation constant $\beta$ of a wave as a function of $a$ and $b$, no matter what their interrelation. On the other hand, in a given experiment $\beta$ is generally determined as a function of one parameter only: the magnetizing field $H_0$. Comparison of the family of calculated results $\beta = \beta(a, b)$, with the results $\beta = \beta(H_0)$, found experimentally will, of course, determine $a$ and $b$ as functions of $H_0$.

If, however, we have a prior knowledge of $a$ and $b$ in terms of $H_0$, either through postulating the correct dynamical model for the medium, or through independent experiments, we can utilize the functional form of $a$ and $b$ in our analysis of $\beta$, and thus arrive directly at $\beta$ as a function of $H_0$. The distinction between the two methods is by no means academic; early introduction of such a functional form of $a$ and $b$ into the waveguide problem actually simplifies the analysis. Aside from this pragmatic consideration the latter method seems to us more appropriate for another reason: it is hardly the task of analysis of technical devices to check on the physical theories that give $a$ and $b$ as functions of $H_0$; such checks are made by experiments specifically designed to avoid the analytic complexities attending the solutions for most of the technically important structures.

Accordingly we adopt the more direct approach of expressing $a$ and $b$ in terms of $H_0$ (and, of course, in terms of the magnetic or electric carrier density of a given sample) throughout these papers, even in those few cases in which $\beta$ can be expressed analytically as a function of $a$ and $b$.

2.1 Ferrites

Most ferrites used in microwave applications are fully saturated in dc magnetic fields that are small compared with the dc field with which they are biased in operation. We shall therefore always postulate a fully saturated sample. Accordingly the magnetization vector $M$ at a point in the sample will always be of constant magnitude, although its orientation will change in the ac field.

One equation of motion for $M$ that takes this into account is

$$\frac{dM}{dt} = \gamma [M \times H_T] - \frac{\gamma \alpha}{|M|} [M \times [M \times H_T]]$$

(2)

where $H_T$ is a total effective magnetic field seen by the spins that make up $M$, $t$ is the time and $\gamma$ is the gyromagnetic ratio appropriate to electron spins, whose $g$-factor is close to 2. The expression on the right hand side of (2) is in the nature of a torque; the force on $M$ is always at right angles to $M$, thus leaving its magnitude unchanged. The first term on
the right of (2) is quite well substantiated by quantum mechanical considera-
tions. It is a vector normal to $M$ and to the force $H_T$ and is res-
ponsible for the precession. The second term is also a vector normal to
$M$, but is in the plane of $M$ and $H$ in a sense such as to reduce the angle of
the precession. It thus represents a damping. Not much is known about
the precise mechanism of the damping, so that its phenomenological
representation by the second term of (2) is still in doubt.

$H_T$, the total field acting on the electron spins, is made up of terms
not all of which are of electromagnetic origin. It consists of the dc field
$H_0$ within the sample, the ac field $H$, the anisotropy field, and the field
ascribed to the quantum mechanical exchange forces between spins.

$H_0$ in the sample must be calculated from the applied dc field $H_{\text{ext}}$ by
a purely magnetostatic calculation, which, in the case of sufficiently
simple shapes, can be carried out with the help of the appropriate de-
magnetizing factors. Throughout this paper it is assumed that this
problem has been solved, so that $H_0$ is given. Furthermore it is assumed
that $H_{\text{ext}}$ and $H_0$ are uniform. Boundary effects due to non-uniformities
of $H_0$ are neglected.

The microwave field $H$ in the sample is one of the unknowns of the
problem of propagation, and will appear in the solution of Maxwell’s
equations subject to the appropriate boundary conditions.

The anisotropy field, a property of a single crystal of ferrite, arises
from the fact that through the medium of spin-orbit interaction, the
electron spins can “see” the orbital wave-functions. Since these have the
symmetry properties of the crystal, it is to be expected that the aniso-
ropy field will be a vector function of $M$, with the symmetry properties
of the crystal. The samples of ferrite used in practice contain a great
many small crystals randomly oriented, so that the net effect of the
anisotropy field on microwave propagation must be obtained by means
of an averaging procedure. The integrations involved are laborious and
have not been carried out so far. We shall therefore neglect anisotropy
altogether. Since anisotropy fields are usually of the order of a few
hundred gauss, this will put our results in error below frequencies of
about 3,000 mc/sec. (Corresponding to a precession frequency of $\gamma H_0 =
3,000$ mc/sec., $H_0$ is about 1,100 gauss.)

The field between two spins ascribable to exchange forces will be zero
when the two are parallel, and thus arises out of differences of spin ori-
entation (that is, differences of $M$) from place to place. In fact, analysis
shows that this magnetic field is proportional to $\nabla^2 M$ for cubic crystals.
Thus equation (2) really involves position coordinates as well as time.
Hence the ac part $m$ of $M$ at a point will depend not only on the ac field
$H$ at that point, but on values of $H$ throughout the volume of the sample. Therefore $B$, which is $\mu_0 H + m$, will likewise be a functional of $H$ over the whole sample. Fortunately it turns out that the spatial variation of $H$ in a microwave structure is so much slower than that characteristic of the "spin waves" to which $\nabla^2 M$ gives rise that this effect is quite negligible at microwave frequencies. Only in the most immediate vicinity of gyromagnetic resonance could such effects become significant.

Thus, we shall regard $H$, simply as the sum of the dc and ac magnetic fields, $H_0 + H$, and correspondingly $M$ as the sum of the dc magnetization (directed along $H_0$ in a saturated sample when anisotropy is neglected) plus an ac part $m$. Equation (2) must now be solved for $m$ in terms of $H$. It is a non-linear equation, whose solution $m$ will depend on $H$ non-linearly, as will $B$. Even if $m$ could be determined in this way, Maxwell's equations would become non-linear, and hope of their solution remote. It is therefore necessary, and in the great majority of applications also quite sufficient, to assume that the ac quantities in (2) are so small that their products can be neglected and only linear terms taken into account. The terms $m$ and $H$ may now be assumed to vary as $\exp j\omega t$.

Under these circumstances, (2) becomes

$$\frac{dm}{dt} = \gamma ([m \times H_0] + [M_0 \times H])$$

$$- \frac{\alpha \gamma}{|M_0|} (|M_0 \times [M \times H_0]| + [M_0 \times [M_0 \times H]])$$

and is easily solved for $m$ in terms of $H$, and of the dc quantities $H_0$, $M_0$ which we shall assume to point in the z-direction. Each of the components $m_z$, $m_y$ is a linear function of both $H_z$ and $H_y$ and when they are substituted in the components of the equation $B = \mu_0 H + m$, lead to expressions of the form (1) for $B$: $B_x = \mu H_x - jk H_y$, $B_y = jk H_x + \mu H_y$, and (3)

$$B_z = \mu_0 H_z.$$

It is convenient to introduce two auxiliary quantities

$$\sigma = \frac{\gamma |H_0|}{\omega} ; \quad \rho = \frac{\gamma |M_0|}{\mu_0 \omega},$$
and in terms of these one obtains the relations first derived by Polder:

\[
\frac{\mu}{\mu_0} = 1 + p \frac{\sigma(1 + \alpha^2) + j\alpha \text{sgn } p}{\sigma^2(1 + \alpha^2) - 1 + 2j\alpha \text{sgn } p}, \quad \text{and}
\]

\[
\frac{\kappa}{\mu_0} = \frac{-p}{\sigma^2(1 + \alpha^2) - 1 + 2j\alpha \text{sgn } p},
\]

where the function

\[
\text{sgn } p = +1 \quad p > 0
\]

\[
= -1 \quad p < 0
\]

\(\sigma\) is the ratio of the natural precession frequency \(\frac{1}{2\pi} |\gamma| H_0\) to the signal frequency. \(p\) is the ratio of a frequency \(\frac{1}{2\pi} |\gamma| M_0/\mu_0\), associated with the saturation magnetization \(M_0\), to the signal frequency. Note that \(\sigma\) and \(p\) always have similar signs: if \(H_0\) is reversed, so is the saturation magnetization. Equations (4) are true only for a fully saturated sample. Therefore they hold good only for values of \(\sigma\) greater than the very small value corresponding to the amount of \(H_0\) required to saturate the sample. In practice that value of \(H_0\) is generally so small that this restriction is trivial. In the text a number of formulae will appear which apply “near \(\sigma = 0\)” \(\). These are to be understood as applying near the very small value of \(\sigma\) that corresponds to saturation.

Equation (4) has an interesting implication with regard to the loss parameter \(\alpha\). If \(\alpha\) were zero, we would have

\[
\frac{\mu}{\mu_0} = 1 - \frac{p\sigma}{1 - \sigma^2}, \quad \text{and}
\]

\[
\frac{\kappa}{\mu_0} = \frac{p}{1 - \sigma^2},
\]

and these equations describe the loss-free case. If in equations (5), \(\sigma\) is replaced by \((\sigma + j\alpha \text{sgn } p)\), the resulting expressions check (4) to order \(\alpha\). For small \(\alpha\), it follows that any propagation problem need be considered for the loss-free case (5) only. The first order change due to loss in any formula so obtained can be deduced by differentiation of the formula

* A form of the damping term in Equation (2), no less justified experimentally than the one used above, is \(- \frac{\alpha}{M} (M \times \frac{dM}{dt})\). When this expression is used the permeabilities are exactly functions of the variable, \(\sigma + j\alpha \text{sgn } p\).
with respect to $\sigma$, and multiplication by $j\alpha \text{sgn } p$. Of course this procedure is invalid close to resonance ($\sigma = 1$), when terms in $\alpha^2$ play an important part. Equations (5), which will hereafter be called the Polder equations, are plotted in Fig. 1. The quantity

$$\rho_H = \frac{\kappa}{\mu} = \frac{p}{1 - p\sigma - \sigma^2}$$

is shown in Fig. 1(c). It occurs in the waveguide theory, and also in the theory of other microwave circuits considered later on. The ratio $\mu/\mu_0 = \mu/\mu_z$ will be denoted by $\rho_H$. At a fixed $p$, $\mu/\mu_0$ decreases from unity at $\sigma = 0$, through zero at $\sigma = -p/2 + \sqrt{p^2/4 + 1}$ to $-\infty$ at $\sigma = 1 - 0$, and then from $+\infty$ at $\sigma = 1 + 0$ steadily down to unity at $\sigma = \infty$. $\kappa/\mu_0$ increases from $p$ at $\sigma = 0$ to $+\infty$ at $\sigma = 1 - 0$, and then again from $-\infty$ at $\sigma = 1 + 0$ to zero at $\sigma = \infty$.

It has already been mentioned that the anisotropy fields are of the order of a few hundred gauss. For most ferrites the saturation magnetiza-
tion is about 1,000 gauss. It will therefore be consistent with the neglect of anisotropy to assume that the applied frequency is such that \( p \) is less than unity and this will be done hereafter.

2.2 Ion clouds or plasmas

Since these are considered in much less detail in these papers, their physical properties are stated only briefly here.

Instead of a tensor relationship between \( B \) and \( H \) we now have one between the displacement vector \( D \) and the electric field \( E \). If the magnetizing field is along the \( z \) axis, we have

\[
\begin{align*}
D_x &= \varepsilon E_x - j\eta E_y, \\
D_y &= j\eta E_x + \varepsilon E_y, \text{ and} \\
D_z &= \varepsilon _z E_z.
\end{align*}
\]

If the medium consists of equal densities \( R \) of positive ions and electrons, and if collisions and thermal velocities are neglected, \( \varepsilon \) and \( \eta \) can be calculated for weak ac disturbances \( E_0 e^{j\omega t} \) from the equation of motion

\[
\dot{v} = \frac{e}{m} E_0 e^{j\omega t} + \gamma (v \times H),
\]

where \( v \) is the velocity vector of the electron and \( \gamma = e\mu_0 / m \), in the usual notation. When this equation is solved and the abbreviations

\[
\omega_0 = | \gamma | H_0; \quad \sigma = \frac{\omega}{\omega_0}; \quad q = \frac{\omega_p}{\omega}; \quad \omega_p = \frac{Re^2}{me_0}
\]

are introduced, one obtains, from the fact that the total current is \( j\omega_0 E + Rv \), the heavy ions being assumed stationary,

\[
\begin{align*}
\varepsilon &= \varepsilon_0 \left( 1 + \frac{q^2}{\sigma^2 - 1} \right), \\
\eta &= \varepsilon_0 \frac{q^2 \sigma}{\sigma^2 - 1}, \text{ and} \\
\varepsilon_z &= \varepsilon_0 (1 - q^2),
\end{align*}
\]

where \( \varepsilon_0 \) is the dielectric constant of vacuum. The waveguide theory will involve the parameters

\[
\begin{align*}
\nu_E &= \frac{\varepsilon}{\varepsilon_z} = 1 - \frac{\sigma^2 q^2}{(1 - \sigma^2)(1 - q^2)}, \text{ and} \\
\rho_E &= \frac{\eta}{\varepsilon} = \frac{q^2 \sigma}{\sigma^2 + q^2 - 1}.
\end{align*}
\]
These results apply to stationary plasmas only. If the plasma were an electron stream moving along the wave-propagation direction, for example, the dielectric constants would depend on wavelength also, and the propagation problem would be much more involved.

The variations of $\varepsilon$ and $\eta$ with $\sigma$ are shown in Fig. 2. $\varepsilon/\varepsilon_0$ for a given $q^2$ starts at $\sigma = 0$, $\varepsilon = \varepsilon_0 (1 - q^2)$, decreases through zero at $\sigma = \sqrt{1 - q^2}$ to $-\infty$ at $\sigma = 1 - 0$, starts again from $+\infty$ at $\sigma = 1 + 0$, and decreases to $\varepsilon_0$ at $\sigma = \infty$. $\eta = 0$ when $\sigma = 0$, decreases to $-\infty$ at $\sigma = 1 - 0$ and then decreases from $+\infty$ at $1 + 0$ to zero at $\sigma = \infty$.

We note that similar formulae apply to the electron-gas in semiconductors at temperatures sufficiently low and frequencies sufficiently high so that damping is not important. However, the formulae have to be

![Graph showing the variation of $\rho_H = k/\mu$ versus $\sigma$.](image)
generalized in some of those cases to take into account the existence of groups of electrons with different "effective masses" $m$.

3. THE SOLUTION OF MAXWELL'S EQUATIONS

Maxwell's equations will now be solved in a cylindrical waveguide filled with a hypothetical medium which contains the ferrite and the plasma as a special case. It will be supposed therefore that both its permeability and dielectric constant are tensors of the form previously considered.

3.1 Field components

The following notation will be found convenient. The projection of a vector $A$ upon the plane normal to the $z$-axis will be written $A_t$. If the components of $A_t$ are $a, \beta$ then an associated vector having components $(\beta, -a)$ is devoted by $A_t^*$. A similar notation is used for differential operators. Thus, if $\nabla$ denotes $(\partial/\partial x, \partial/\partial y)$, $\nabla^*$ denotes $(\partial/\partial y, -\partial/\partial x)$. Denoting scalar products by a dot, the following identities are evident

$$A_t^*A_t^* = A_t\cdot A_t; \quad (A_t^*)^* = -A_t; \quad A_tA_t^* = 0;$$

$$A_t\cdot B_t^* = -A_t^*\cdot B_t;$$

and

$$A_t\cdot B_t^* = z\text{-component of } [A \times B].$$

Also if $k$ is a unit vector along the positive $z$-axis, $k \times A = -A_t^*$.

Similar relations hold for differential operators. If one denotes the starring operation by the symbol $P$ then clearly

$$P^2 = -1; \quad P^{-1} = -P; \quad \frac{1}{P + a} = \frac{1}{1 + a^2} (a - P),$$

where $a$ is a number.

Maxwell's equations may now be written, for that case in which the dependence of any component upon $t$ and $z$ is of the form $e^{i(\omega t - \beta z)}$, in the form:

$$\nabla^*H_t + j\beta U_t^* = j\omega eE_t + \omega H_t^*,$$

$$\nabla \cdot H_t^* = j\omega eE_z,$$

$$\nabla^*E_z + j\beta U_t^* = -j\omega H_t - \omega_\ell H_t^*,$$

$$\nabla \cdot E_t^* = -j\omega_\ell H_z,$$

where use is made of equations (3) and (6).

† The operator $\nabla^*$ is called "flux" by Schelkunoff. Strictly, one should write $\nabla_t$ and $\nabla_t^*$, rather than $\nabla$ and $\nabla^*$, but this is needlessly cumbersome.
Figs. 2(a) and 2(b) — The relative dielectric constants $\varepsilon / \varepsilon_0$ and $\eta / \varepsilon_0$ versus $\sigma$.

It is desirable to remove scale factors as far as possible. A unit of length given by

$$\frac{1}{\beta_0} = \frac{1}{\omega \sqrt{\mu_z \varepsilon_z}}$$

will be used to measure lengths. This unit is $\lambda_0/2\pi$, where $\lambda_0$ is the wavelength in an unbounded, unmagnetized medium. It will be assumed that $\beta$ is in future measured in units of $\beta_0$. Finally all magnetic fields will be multiplied by $\sqrt{\mu_z/\varepsilon_z}$ to give them the dimensions of electric fields.

Using the definitions of the $\nu$'s and $\rho$'s given in Section 2, Maxwell's equations may be put into the form:

$$\nabla \times H_z + j\beta H_t^* = \nu_x (jE_t + \rho_x E_t^*),$$  \hspace{1cm} (10a)

$$\nabla \cdot H_t^* = jE_z,$$  \hspace{1cm} (10b)

$$\nabla \times E_z + j\beta E_t^* = -\nu_H (jH_t + \rho_H H_t^*),$$  \hspace{1cm} (10c)

and

$$\nabla \cdot E_t^* = -iH_z.$$  \hspace{1cm} (10d)
$E_t$ and $H_t$ may now be eliminated yielding two simultaneous second order equations for $E_z$ and $H_z$. These, in turn, may be combined to produce two independent second order equations each of which is satisfied by an appropriate linear combination of $E_z$ and $H_z$. These equations may be solved and $E_z$ and $H_z$ expressed as linear combinations of the solutions. The transverse fields are then written in terms of $E_z$ and $H_z$ and, finally, the boundary conditions are applied leaving a transcendental equation in $\beta^2$.

Operating on (10a) and (10c) with $\nabla \cdot$ and taking account of (10b), (10d), one finds that

$$j\beta \nabla \cdot H_t^* = \nu_E (j \nabla \cdot E_t + j \rho_E H_z) = -\beta E_z, \text{ and}$$

$$j\beta \nabla \cdot E_t^* = -\nu_H (j \nabla \cdot H_t + j \rho_H E_z) = \beta H_z$$

Operating on (10a) and (10c) with $\nabla^* \cdot$, using $\nabla^* \cdot \nabla^* = \nabla^2$ and so on, one obtains, using (10b) and (10d),

$$\nabla^2 H_z + j\beta \nabla \cdot H_t = \nu_E (-H_z + \rho_E \nabla \cdot E_t), \text{ and}$$

$$\nabla^2 E_z + j\beta \nabla \cdot E_t = -\nu_H (E_z + \rho_H \nabla \cdot H_t).$$

Now, elimination of $\nabla \cdot E_t$ and $\nabla \cdot H_t$ between (11) and (12) yields

$$\nabla^2 H_z + \nu_E \left(1 - \rho_E^2 - \frac{\beta^2}{\nu_E \nu_H}\right) H_z = j\beta (\rho_E + \rho_H) E_z, \text{ and}$$

$$\nabla^2 E_z + \nu_H \left(1 - \rho_H^2 - \frac{\beta^2}{\nu_E \nu_H}\right) E_z = -j\beta (\rho_E + \rho_H) H_z,$$

equations which demonstrate that pure $TE$ or $TM$ fields no longer exist, as the result of the presence of $\rho$'s. $H_z$ or $E_z$ might now be eliminated between these equations giving a single equation in $\nabla^2$ and $(\nabla^2)^2$, but it is more convenient to find those linear combinations of $E_z$ and $H_z$ which satisfy a first order equation in $\nabla^2$. Writing such a linear combination as

$$\psi = E_z + j \Lambda H_z,$$

and adding $j\Lambda$ times the first of equations (13) to the second, it is found that this is an equation in $\psi$ alone of the form

$$\nabla^2 \psi + \chi^2 \psi = 0,$$

provided that $\Lambda$ is a root of the quadratic

$$\Lambda^2 - \frac{\nu_E \left(1 - \rho_E^2 - \frac{\beta^2}{\nu_E \nu_H}\right) - \nu_H \left(1 - \rho_H^2 - \frac{\beta^2}{\nu_E \nu_H}\right)}{\beta (\rho_E + \rho_H)} \Lambda - 1 = 0.$$
The value of $\chi^2$ is then given by

$$\chi_{1,2}^2 = \nu_E \left(1 - \rho_E^2 - \frac{\beta^2}{\nu_E \nu_H}\right) - \beta (\rho_E + \rho_H) \Lambda_{1,1}, \quad (17a)$$

or

$$\chi_{1,2}^2 = \nu_H \left(1 - \rho_H^2 - \frac{\beta^2}{\nu_E \nu_H}\right) + \beta (\rho_E + \rho_H) \Lambda_{1,2}, \quad (17b)$$

where $\Lambda_1$ and $\Lambda_2$ are the roots of (16) and $\chi_{1,2}$ are the corresponding $\chi^2$. The labelling of the roots is not important, but consistency must be maintained. From (14) $E_z$ and $H_z$ must satisfy

$$E_z + j\Lambda_1 H_z = \psi_1,$$

and

$$E_z + j\Lambda_2 H_z = \psi_2,$$

so that

$$E_z = \frac{\Lambda_2 \psi_1 - \Lambda_1 \psi_2}{\Lambda_2 - \Lambda_1}, \quad (18a)$$

and

$$H_z = j \frac{\psi_1 - \psi_2}{\Lambda_2 - \Lambda_1}. \quad (18b)$$

Solutions of (15) may now be sought in cylindrical coordinates. To satisfy the boundary conditions in circular guide it will be necessary to assume the solutions to vary as $e^{in\theta}$, where $\theta$ is the polar angle and $n$ is any integer, positive, negative or zero. Equation (15) then becomes

$$\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \psi_{1,2}(r)}{\partial r} \right) + \left( \chi_{1,2}^2 - \frac{n^2}{r^2} \right) \psi_{1,2}(r) = 0,$$

if $r$ is the radius. Solutions which are regular within the guide will have the form of constant multiples of $J_n(\chi_{1,2}r)$, where $J_n$ is the $n$th order Bessel function. The solutions of (15) are, then,

$$\psi_{1,2} = A_{1,2} J_n(\chi_{1,2}r)e^{in\theta}, \quad (19)$$

where the $A$'s are constants. $E_z$ and $H_z$ can be found now from (18), but further equations must be found to express $E_t$ and $H_t$. Using $P$ to denote the starring operation, (10a) and (10c) may be re-written as

$$(j\nu_P - \rho \nu_E) E_t + j\beta H_t = -\nabla H_z,$$

and
\[-j\beta E_t + (j\nu H - \rho_H \nu_H) H_t = \nabla E_z,\]

which yield
\[\begin{align*}
\{[\nu E_H (1 + \rho_E \rho_H) - \beta^2] - j\nu P (\rho_H + \rho_E) P\} E_t \\
= -j\beta \nabla E_z - \nu_H (jP - \rho_H) \nabla H_z,
\end{align*}\]

and
\[\begin{align*}
\{[\nu E_H (1 + \rho_E \rho_H) - \beta^2] - j\nu P (\rho_H + \rho_E) P\} H_t \\
= \nu_H (jP - \rho_E) \nabla E_z - j\beta \nabla H_z
\end{align*}\]

The term in parentheses may be removed by using the rule for inverting such expressions in \( P \) which was given earlier. This process gives
\[\begin{align*}
\Omega E_t &= \left[ \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu E_H} \right) \right. + j(\rho_H + \rho_E) P \\
&\quad \left. \{ - j\beta \nabla E_z - \nu_H (jP - \rho_H) \nabla H_z \} \right], \\
(20a) \end{align*}\]

and
\[\begin{align*}
\Omega H_t &= \left[ \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu E_H} \right) \right. + j(\rho_H + \rho_E) P \\
&\quad \left. \{ \nu_E (jP - \rho_E) \nabla E_z - j\beta \nabla H_z \} \right], \\
(20b) \end{align*}\]

where
\[\begin{align*}
\Omega &= \nu E_H \left[ \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu E_H} \right)^2 \right. - (\rho_E + \rho_H)^2 \\
&\quad \left. \left( 1 + \rho_E \right) \left( 1 + \rho_H \right) \right]\left[ \frac{\beta^2}{\nu E_H} - (1 - \rho_E) (1 - \rho_H) \right].
\end{align*}\]

It may be noted that for plane waves in the unbounded medium along the \( z \) axis, which have \( E_z = H_z = 0 \), \( \Omega \) must vanish and that the propagation constants for such plane waves are evidently given by
\[\beta^2 = \nu E_H (1 \pm \rho_E) (1 \pm \rho_H).\]

The values of \( E_z \) and \( H_z \) given by (18) may now be substituted in (20) and the operator \( P \) removed. This gives, finally,
\[\begin{align*}
(A_1 - A_2) \Omega \Xi_t &= j \left[ \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu E_H} \right) (\beta A_2 - \rho_H \nu_H) + \nu_H (\rho_H + \rho_E) \right] \nabla \Psi_1 \\
- \left[ (\beta A_2 - \rho_H \nu_H) (\rho_E + \rho_H) + \nu_H \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu E_H} \right) \right] \nabla^* \Psi_1
\end{align*}\]

minus the same expression with suffixes 1 and 2 interchanged.
(\Lambda_1 - \Lambda_2)\Omega H = \left[ \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu_E \nu_H} \right)(\Lambda_2 \nu_E \rho_E - \beta) - \nu_E \Lambda_2 (\rho_E + \rho_H) \right] \nabla \psi \tag{22b}
- j \left[ \nu_E \Lambda_2 \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu_E \nu_H} \right) - (\rho_E + \rho_H)(\Lambda_2 \nu_E \rho_E - \beta) \right] \nabla^* \psi
minus the same expression with suffixes 1 and 2 interchanged.

Equations (22a) and (22b) may be written in a variety of equivalent forms by making use of the relations between \Lambda_1 and \Lambda_2. The manipulations which have been used in deriving (22a) and (22b) assume the use of rectangular coordinates, but the results are valid in polar coordinates if \vec{E}_t means (E_r, E_\theta) and \nabla means \left( \frac{\partial}{\partial r}, \frac{1}{r} \frac{\partial}{\partial \theta} \right). That this is the case may be seen from the consideration that the rotation, \(-\theta\), which carries the vector (E_x, E_y) into the vector (E_r, E_\theta) also transforms \((\tilde{\alpha}, \tilde{\theta})\) into \(\left( \frac{\partial}{\partial r}, \frac{1}{r} \frac{\partial}{\partial \theta} \right)\).

3.2 The characteristic equation

The boundary conditions of the problem are that \(E_z = 0\) and \(E_\theta = 0\) at \(r = r_0\), the radius of the guide. \(E_z\) is given by [see (18)].

\[(\Lambda_2 - \Lambda_1)E_z = [\Lambda_2 A_1 J_n(\chi_1 r) - \Lambda_1 A_2 J_n(\chi_2 r)] e^{j\eta}, \tag{23}\]
and vanishes at \(r = r_0\) if

\[A_1 = \frac{J_n(\chi_2 r_0)}{\Lambda_2}; \quad A_2 = \frac{J_n(\chi_1 r_0)}{\Lambda_1}. \]

Hence the relations hold:

\[\psi_{1,2} = \frac{1}{\Lambda_{2,1}} J_n(\chi_{2,1} r_0) J_n(\chi_{1,2} r) e^{j\eta}. \]

From (22a) it follows that

\[(\Lambda_1 - \Lambda_2)\Omega E_\theta = \frac{J_n(\chi_2 r_0) e^{j\eta}}{\Lambda_2} \left[ - \frac{n}{r} \left\{ \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu_E \nu_H} \right)(\beta \Lambda_2 - \rho_H \nu_H) + \nu_H(\rho_H + \rho_E) \right\} J_n(\chi_1 r) + \left\{ (\beta \Lambda_2 - \rho_H \nu_H)(\rho_E + \rho_H) + \nu_H \left( 1 + \rho_E \rho_H - \frac{\beta^2}{\nu_E \nu_H} \right) \right\} \chi_1 J_n'(\chi_1 r) \right] \]

\[
* \text{In Appendix III the field components in polar coordinates are written out fully for the ferrite and plasma cases with some changes in notation which are introduced in Sections 4.11 and 4.2.}\]
minus the same expression with the suffixes interchanged. Hence

\[ (\Lambda_1 - \Lambda_2) \Omega E_\theta (r_0) \]

\[ = \frac{J_n(x_1 r_0)}{r_0} J_n(x_2 r_0) e^{in\theta} \left[ (\Lambda_1 - \Lambda_2) n \nu_H \left( \frac{\rho_H \beta^2}{v_{\nu H}} + \rho_E (1 - \rho_H^2) \right) + \left\{ \beta (\rho_E + \rho_H) - \Lambda_1 \nu_H \left( 1 - \rho_H^2 - \beta^2 \frac{1}{v_{\nu H}} \right) \right\} \frac{x_1 r_0 J_n'(x_1 r_0)}{J_n(x_1 r_0)} - \left\{ \beta (\rho_E + \rho_H) - \Lambda_2 \nu_H \left( 1 - \rho_E^2 - \beta^2 \frac{1}{v_{\nu H}} \right) \right\} \frac{x_2 r_0 J_n'(x_2 r_0)}{J_n(x_2 r_0)} \right], \]

where use has been made of the relation \( \Lambda_1 \Lambda_2 = -1 \). Therefore the characteristic equation for \( \beta^2 \) is obtained by equating the term in square brackets to zero. Because of the quadratic relation satisfied by \( \Lambda \) and the relation between \( \Lambda \) and \( \chi \), it is possible to write the characteristic equation in a great variety of ways. It will be convenient to introduce a function

\[ F_n(x) = F_{-n}(x) = \frac{x J_n'(x)}{J_n(x)}. \]

Using the \( F \)-function and replacing the \( \Lambda \)'s by \( \chi \)'s the characteristic equation may be written:\*

\[ n \nu_H (x_2^2 - x_1^2) \left[ \frac{\rho_H \beta^2}{v_{\nu H}} + \rho_E (1 - \rho_H^2) \right] \frac{1}{\beta (\rho_E + \rho_H)} = \frac{x_2^2}{\Lambda_2} F_n(x_1 r_0) - \frac{x_1^2}{\Lambda_1} F_n(x_2 r_0), \]

The asymmetry of this equation between \( \rho_H, \nu_H \) and \( \rho_E, \nu_E \) arises from the fact that the boundary conditions involve electric field components alone.

It may be noted that if the basic solution had been taken to vary as \( \cos n \theta \) or \( \sin n \theta \), the expression for \( E_\theta \) would have been a linear combination of \( \sin n \theta \) and \( \cos n \theta \) that could not have vanished at the walls for all \( \theta \).

In passing we remark that for a guide of arbitrary cross-section, the

* The characteristic equations given in Reference 4 were specializations to the ferrite and plasma cases of the form in square brackets. They have also been derived by Kales, Gamo et al. These authors have given expressions for some, though not all, of the varieties of cut-off point derived in this paper and classified them as TE or TM according to the field configuration at cut-off. By contrast, they are classified here by their association with quasi-TE or quasi-TM limit modes which reduce to the usual TE and TM modes in the unmagnetized medium.
boundary value problem may be put into the form, of which (26) is a
special case,
\[ \nabla^2 f_1 + \chi_1^2 f_1 = 0, \]
and
\[ \nabla^2 f_2 + \chi_2^2 f_2 = 0, \]
\[ j \left( \frac{\chi_2}{\Delta_2} \frac{\partial f_1}{\partial N} - \frac{\chi_1}{\Delta_1} \frac{\partial f_2}{\partial N} \right) = \frac{\nu_H (\chi_2^2 - \chi_1^2)}{\beta (\rho_E + \rho_H)} \left[ \frac{\rho_H \beta^2}{\nu_H \nu_H} + \rho_E (1 - \rho_H^2) \right] \frac{\partial f_1}{\partial S}, \]
where \( \partial / \partial N \) and \( \partial / \partial S \) are normal and tangential derivatives at the guide
surface, where, in addition, \( f_1 = f_2 \).

4. DISCUSSION OF THE PROPAGATION CONSTANTS

At this point we specialize the characteristic equation (26) to one or
other of the two media.

4.1. The ferrite (\( \rho_E = 0, \nu_E = 1 \))

4.11. After some rearrangement the characteristic equation becomes
\[ \frac{1}{\chi_1^2} \left[ \frac{F_n (\chi_1 r_0)}{\lambda_1} - \eta \right] = \frac{1}{\chi_2^2} \left[ \frac{F_n (\chi_2 r_0)}{\lambda_2} - \eta \right], \tag{27} \]
where \( \lambda_{2,1} = \beta \Lambda_{1,2} \) and the \( \lambda \) satisfy
\[ \lambda_{1,2}^2 - \frac{(1 - \nu_H) \left( 1 - \frac{\beta^2}{\nu_H} \right) + \nu_H \rho_H^2}{\rho_H} \lambda_{1,2} - \beta^2 = 0. \tag{28} \]
The \( \chi \)'s are given by
\[ \chi_{1,2}^2 = \left( 1 - \frac{\beta^2}{\nu_H} \right) - \rho_H \lambda_{1,2}. \tag{29} \]
From Polder's equations for \( \rho_H \) and \( \nu_H \), (28) may be written
\[ \lambda_{1,2}^2 - [p + \sigma (1 - \beta^2)] \lambda_{1,2} - \beta^2 = 0, \tag{30} \]
or
\[ \lambda_1 \lambda_2 = -\beta^2, \tag{31a} \]
\[ \lambda_1 + \lambda_2 = p + \sigma (1 - \beta^2), \]
\[ = p + \sigma + \sigma \lambda_1 \lambda_2. \tag{31b} \]
If \( \beta^2 \) be eliminated between equations (28) and (29), \( \chi_{1,2}^2 \) may be ex-
pressed solely in terms of $\lambda_{1,2}$, $\rho_H$ and $\nu_H$ in the form
\[
\chi_{1,2}^2 = \frac{1 - \lambda_{1,2}^2}{\frac{1}{\rho_H} - 1 - \frac{\nu_H}{\rho_H} \cdot \lambda_{1,2}}.
\]
Again using Polder’s formulae, this becomes
\[
\chi_{1,2}^2 = \frac{1 - \lambda_{1,2}^2}{1 - \sigma \lambda_{1,2}}.
\] (32)

With these expressions for the $\chi$, the characteristic equation takes the form
\[
G(\lambda_1, \sigma, r_0) = G(\lambda_2, \sigma, r_0),
\] (33)
where
\[
G(\lambda, \sigma, r_0) = \frac{1}{1 - \lambda^2} \left[ \frac{1}{\lambda} F_n \left( r_0 \sqrt{\frac{1 - \lambda^2}{1 - \sigma \lambda}} \right) - n \right].
\] (34)

Equations (31b) and (33) may now be considered for a fixed $\sigma$ and $\rho$ as determining associated pairs of values for $\lambda_1$ and $\lambda_2$. Such a pair in turn determines $\beta^2 = -\lambda_1 \lambda_2$. Since $\beta^2$ must be positive for propagation $\lambda_1$, $\lambda_2$ must have opposite signs. The convention will be adopted that $\lambda_1$ is positive and $\lambda_2$ is negative. Equation (31b) will hereafter be called the Polder relation and Equation (33) the $G$-equation.

An important fact of which frequent use will be made is that the transformation
\[
\lambda_1 \rightarrow -\lambda_2, \quad \lambda_2 \rightarrow -\lambda_1, \quad \sigma \rightarrow -\sigma, \quad \rho \rightarrow -\rho
\]
leaves the Polder relation and $\beta^2$ unchanged and converts $n$ to $-n$ in the $G$-equation. It follows that it is necessary to consider positive $n$ only, provided we allow the pair $\sigma$, $\rho$ to take on negative as well as positive values. This corresponds to the physical fact that a right-circular wave in a backward-directed magnetizing field behaves like a left-circular wave in a forward field.

The discussion in this paper is confined to the first azimuthal mode number $n = \pm 1$. Accordingly the symbol $F$ will replace $F_1$ in what follows.

Before commencing the graphical analysis of the $G$ function it is advantageous to consider briefly the function $F(x) = xJ_1'(x)/J_1(x)$, which we require for real and for purely imaginary $x$. By logarithmic differentia-
tion of the infinite product for \( J_1(x) \), \( F(x) \) is found to be given by

\[
F(x) = 1 - 2 \sum_{n=1}^{\infty} \frac{x^2}{j_n^2 - x^2},
\]

where the \( j_n \)'s are the zeros of \( J_1(x) \).

Thus, \( F(x) \) is real if \( x^2 \) is, which is always the case here. For positive \( x \), \( F(x) \) is an always decreasing function of \( x \), which has an infinite number of first order zeros and poles. The zeros are those of \( J'_1(x) \) and will be denoted by \( u_n \). The poles are the zeros of \( J_1(x) \). It may be recalled from the properties of Bessel functions that for large \( n \) these zeros and poles are essentially equally spaced with a separation \( \pi/2 \). When \( x \) is a pure imaginary, equal to \( jy \), \( F(x) \) becomes \( yI'_1(y)/I_1(y) \). This is a steadily increasing function of \( y \), always positive, and behaving like \( y - \frac{1}{2} \) for large \( y \). The function \( F \) is shown in Fig. 3. Further formulae pertaining to \( F \) are given in Appendix I. The inverse function \( F^{-1}(x) \), which is also of some importance, is a multivalued function of \( x \), whose behavior is readily understood from the figure for \( F(x) \). We are now ready to proceed with the graphical analysis of the \( G \)-equation.

In a rectangular coordinate system with \( \lambda \) as abscissa and \( \sigma \) as ordinate, a contour map is sketched of the function
\[ G = \frac{1 - \sigma \lambda}{1 - \lambda^2} \left[ \frac{1}{\lambda} F \left( r_0 \sqrt{\frac{1 - \lambda^2}{1 - \sigma \lambda}} - 1 \right) \right] \]

for all values of \( \lambda, \sigma \) from \(-\infty\) to \(+\infty\), \( r_0 \) being kept fixed. This can be done as accurately as desired by first drawing the contours \( \chi^2 = \frac{1 - \lambda^2}{1 - \sigma \lambda} = \text{constant} \) (Fig. 4), along each of which \( G \) simply behaves like \( A/\lambda + B \) and is easily evaluated with the help of a table of \( F \). However,

Fig. 4 — Curves of constant \( \chi^2 = \frac{1 - \lambda^2}{1 - \sigma \lambda} \) in the \( \sigma - \lambda \) plane.
many features of the $G$-contours are already determined by the position of the contours $G = \infty$, and $G = 0$, across which $G$ changes sign (from $\pm \infty$ to $\mp \infty$ or from $\pm 0$ to $\mp 0$). Because of their special role in the subsequent analysis it is desirable to introduce a scheme for their enumeration. The infinity and zero curves in the right-hand half-plane will be denoted by $I$ and $0$, respectively, those in the left-hand half-plane by $I'$ and $0'$. All but two of the $I$-curves arise from the poles $j_n$ of $F$. Their equations are

$$\frac{1 - \lambda^2}{1 - \sigma \lambda} = j_n^2 / r_0^2 \quad n = 1, 2, \cdots$$

Each of these curves has two branches, one in the half-plane $\lambda > 0$, one in $\lambda < 0$ and these are called $I_n$, $I_n'$ respectively. All $I_n$ curves pass through $\lambda = 1$, $\sigma = 1$, all $I_n'$ curves pass through $\lambda = -1$, $\sigma = -1$. The lines $\lambda = 0$, $\lambda = -1$ are also infinity curves to be denoted by $I_A$, $I_B'$ respectively (As $\lambda \to +1$, $G$ tends to a finite value).

Zero curves of $G$ are given by

$$F \left( r_0 \sqrt{\frac{1 - \lambda^2}{1 - \sigma \lambda}} \right) = \lambda,$$

or in a more readily computable form by

$$\sigma = \frac{1}{\lambda} - \frac{r_0^2 (1 - \lambda^2)}{\lambda [F^{-1}(\lambda)]^2}. \quad (35)$$

The branches of $F^{-1}(\lambda)$ may be labelled according to the scheme: "0" for $-\infty < [F^{-1}(\lambda)]^2 < j_1^2$; "1" for $j_1^2 < [F^{-1}(\lambda)]^2 < j_2^2$ and so on. The $n$th branch of $F^{-1}(\lambda)$ gives rise to an $O_n$ curve for $\lambda > 0$ and to an $O_n'$ curve for negative $\lambda$. All $O_n'$ curves pass through $\lambda = -1$, $\sigma = -1$; all save one of the $O_n$ curves pass through $\lambda = 1$, $\sigma = 1$. The exceptional one, seen to be $O_0$, is associated with the "0" branch of $F^{-1}(\lambda)$ on which $F^{-1}(1) = 0$. For fixed $\sigma$, $G$ tends to zero as $\lambda \to \infty$, hence the vertical lines $\lambda = \pm \infty$ are also zero curves, to be denoted by $O_\infty$ and $O_\infty'$ respectively.

In a sense the two branches of $\sigma \lambda = 1$ are also zero curves, to be called $O_c$ and $O_c'$. $O_c$ and $O_c'$ are zero curves only when viewed from "one side." In the right half-plane, for $\lambda < 1$ as $\sigma \lambda \to 1 - 0$ and for $\lambda > 1$ as $\sigma \lambda \to 1 + 0$, the argument of $F$ tends to infinity and remains real. Therefore $G$ passes through all values an indefinite number of times and $\sigma \lambda = 1$ is a limit line of all contours, $G = $ constant. For $\lambda < 1$ as $\sigma \lambda \to 1 + 0$ and for $\lambda > 1$ as $\sigma \lambda \to 1 - 0$, the argument of $F$ is
Fig. 5 — Contours of constant $G(\lambda, \sigma)$ for $r_0 = 2.2$. Scales distorted to show saddle points. $G$ assumes any given value infinitely often in the shaded regions.
imaginary and \(F\) tends to infinity. However \(F/\frac{1 - \lambda^2}{1 - \sigma\lambda}\) tends to zero so that \(G\) tends to zero.

To complete the picture of the \(G\)-function given by the form and position of the 0 and \(I\) curves it is necessary to see how it behaves at large distances from the origin. This is indicated in Fig. 5 and also by Fig. 6. The latter shows the value of \(G\) at large distances as a function of direction. In general, along the line \(\sigma = c\lambda + d\) (\(c\) finite), \(G\) will tend to \(-c\) for all \(d\). For \(c = r_0^2/j_n^2\) (which is the slope of the asymptotes to the \(I_n\) curves), \(G\) again tends to a constant. Now, however, the constant depends upon \(d\) and assumes all values from \(-\infty\) to \(+\infty\) as a function of \(d\). In the first quadrant the sign of variation of the limiting value of \(G\) with direction \(c\) is opposite to that of its variation with \(d\) near \(c = r_0^2/j_n^2\). Consequently local maxima and minima arise as a function of direction between successive \(I_n\)-curves. This suggests the existence of saddle points, which may be verified directly. In the third quadrant, the dependence of \(G\) upon \(c\) and \(d\) does not give such maxima and minima, and indeed no saddle points are found there. Finally it is necessary to consider the behavior of \(G\) as \(\sigma\) tends to infinity, while \(\lambda\) remains finite, corresponding to \((1/c) \to 0\). If \(\lambda\) remains fixed, then for \(\lambda > -1\), \(G \to \mp \infty\) as \(\sigma \to \pm \infty\); and for \(\lambda < -1\), \(G \to \pm \infty\) as \(\sigma \to \pm \infty\). As \(\lambda \to 0\), the curves of constant \(G\) are asymptotic to \(\lambda\sigma = \left(1 - \frac{r_0^2}{Bn^2}\right) - B\lambda\), where \(B\) goes from \(-\infty\) to \(+\infty\) with \(G\). Interleaved with these families of curves are the curves
\( G = \pm \infty \), which are \( \lambda \sigma = \left( 1 - \frac{\lambda^2}{\beta^2} \right) + 0(\lambda^2) \). More detailed information on these matters will be found in Appendix II.

From the \( G \)-diagram it would be possible to determine pairs of \( \lambda \)-values with opposite signs, which, for a definite \( \sigma \)-value satisfy the characteristic equation, but, for a given \( p \) such pairs would not necessarily satisfy the Polder relation (31b). It is necessary to have a procedure which takes account of the latter systematically. Such a method may be based upon the fact that if, for \( \sigma \) and \( p \) positive, the Polder relation is solved for \( \lambda_1 \) in terms of \( \lambda_2 \) it can be thought of as a rather simple mapping of the whole \( \lambda_2 \)-quadrant upon a part of the \( \lambda_1 \)-quadrant (\( \lambda_1 > 0 \)). Similarly for \( \sigma \) and \( p \) negative there is an analogous mapping of the \( \lambda_1 \)-quadrant onto the \( \lambda_2 \)-quadrant.

Considering first the case \( \sigma, p > 0 \), the Polder relation may be written in the forms

\[
\lambda_1 = \frac{\sigma + p - \lambda_2}{1 - \sigma \lambda_2} = \frac{1}{\sigma} + \frac{\sigma + p - 1/\sigma}{1 - \sigma \lambda_2} = T(\lambda_2). \tag{36}
\]

From (36) it may be seen that the curves \( \lambda_2 = \text{const.} \) transform into a bundle of hyperbolae passing through the intersection of \( \sigma = 1/\lambda_1 \) and \( \sigma = \lambda_1 - p \); that is, through \( \lambda_{10}, \sigma_0 \), where

\[
\sigma_0 = -p/2 + \sqrt{\frac{p^2}{4} + 1}, \quad \lambda_{10} = p/2 + \sqrt{\frac{p^2}{4} + 1}.
\]

These hyperbolae have the vertical asymptotes \( \lambda_1 = -1/\lambda_2 \), and intersect \( \sigma = 0 \) at \( \lambda_1 = p - \lambda_2 \). For a fixed positive \( \sigma \) less than \( \sigma_0 \), \( \lambda_1 \) decreases from \( 1/\sigma \) to \( \sigma + p \) as \( \lambda_2 \) increases from \( -\infty \) to \( 0 \), but when \( \sigma \) is greater than \( \sigma_0 \), \( \lambda_1 \) increases from \( 1/\sigma \) to \( \sigma + p \) under the same circumstances. Thus the whole \( \lambda_2 \)-quadrant is transformed upon that part of the \( \lambda_1 \)-quadrant which lies between the hyperbola \( \lambda_1 = 1/\sigma \) and the straight line \( \lambda_1 = \sigma + p \). It follows that points in the \( \lambda_1 \)-quadrant which are, for a given \( p \), excluded from this region, cannot be the site of acceptable solutions of the \( G \)-equation.

Since as has already been stated, the Polder relation is unchanged by the substitution \( \lambda_1 \rightarrow -\lambda_2 \), \( \lambda_2 \rightarrow -\lambda_1 \), \( \sigma \rightarrow -\sigma \), and \( p \) to \( -p \), it follows that for \( \sigma \) and \( p \) negative a similar mapping of the \( \lambda_1 \)-quadrant upon part of the \( \lambda_2 \)-quadrant takes place. The transforms of the lines \( \lambda_1 = \text{const.} \) and so forth may easily be found by using these substitutions in the formulae already given.

Reference to Fig. 1(a) and (b) will show that \( \pm \sigma_0 \) are the values of \( \sigma \) at which \( \mu \) reverses sign. Therefore we may expect \( \sigma_0 \) to play a special role.
in the propagation theory, as also does $\sigma = 1$. The following scheme exists: for $0 < \sigma < \sigma_0$, $\kappa$ and $\mu$ are both positive; for $\sigma_0 < \sigma < 1$, $\kappa < 0$ and $\mu < 0$, for $\sigma > 1$, $\kappa$ is negative and $\mu$ positive. If $\sigma$ is changed to $-\sigma$, $\mu$ goes into $\mu$, and $\kappa$ into $-\kappa$.

The procedure which will now be used to discuss the solution of the characteristic equation, observing the Polder relations, begins by writing the equation, for $\sigma$, $p$ positive, in the form

$$G(\lambda_1, \sigma, r_0) = G(T(\lambda_1), \sigma, r_0)$$

We are already in possession of a contour map of the left hand side of this equation in the quadrant $\sigma > 0$, $\lambda > 0$, and of the function $G(\lambda_2, \sigma, r_0)$ in the quadrant $\lambda < 0$, $\sigma > 0$. The latter surface has now to be transformed into one in the $\lambda_1$-quadrant by the relation

$$\lambda_2 = T(\lambda_1) = (\sigma + p - \lambda_1)/(1 - \sigma \lambda_1)$$

(or equally well, $\lambda_1 = T(\lambda_2)$). This may be effected by considering the transformation of curves $G(\lambda_2, \sigma, r_0) = \text{constant}$, onto the $\lambda_1$-quadrant. For the $I'$ curves whose analytical expression in terms of $\sigma$ and $\lambda_2$ is very simple, the corresponding explicit expression of the transformed curve in $\lambda_1$ and $\sigma$ is simple. Contours other than $I'$ are most easily transformed by reploting $G(\lambda_2, \sigma, r_0) = \text{const.}$ in the hyperbola-mesh formed by the lines $T(\lambda_2)$. However, information about particular points and about asymptotic behavior of these transformed curves is available in analytic form and is stated in Appendix II. The two surfaces so obtained will intersect in various curves, along whose projections on the $\lambda - \sigma$ plane both Polder relation and $G$-equation are satisfied. For each such projection $\lambda_1$ is a function of $\sigma$, $\lambda_2$ is then known in terms of $\sigma$ and $p$, and finally $\beta^2 = -\lambda_1\lambda_2$ is known. In most cases the general course of these curves can be found without resort to much numerical analysis. Each of the curves is associated with a definite mode and it follows that the classification of the modes can be carried out fairly easily. The approximate location of the solution curves relies upon the fact that if the position of the infinity curves of both surfaces is known, continuity considerations will frequently assure the existence of an intersection within certain regions. Moreover, the neighborhood of certain special points on these solution curves can be investigated analytically. These are points at which one or both of the $G$-functions may be approximated by a simpler expression; included among these is the point at infinity.

It is clear that for $\sigma$ and $p$ negative the whole procedure outlined above may be carried out in a similar way, with the $\sigma > 0$, $\lambda > 0$ quadrant now being transformed on to the $\sigma < 0$, $\lambda < 0$ quadrant.
It is possible to translate such solution curves into $\beta^2 - \sigma$ curves in a direct graphical manner if a mesh of constant $\beta^2$ lines is drawn in the first quadrant. From (30) these are given by

$$\lambda_1^2 - \left[p + \sigma(1 - \beta^2)\right]\lambda_1 - \beta^2 = 0,$$

or

$$\frac{1 - \lambda_1^2}{1 - \left[\sigma + \frac{p}{1 - \beta^2}\right] \lambda_1} = 1 - \beta^2.$$

The contour, $\beta = b$, is just the contour $\chi^2 = 1 - b^2$ displaced along the $\sigma$-axis by an amount, $-p/(1 - b^2)$. The contours of constant $\beta$ all pass through the point $\sigma = \sigma_0$, $\lambda = \sigma_0 + p$ and are shown in Fig. 7. Their

![Fig. 7](image-url)
course in the third quadrant is immediately found by reflection in the origin.

When $p = 0$ the magnetization of the ferrite vanishes and it is clear that we should then obtain just the modes of a guide filled with isotropic material ($\mu = \mu_e$; $\kappa = 0$). Superficially it might appear that, since the equations (31b) and (33) depend upon $\sigma$, even for $p = 0$, this result might not be attained. We now show that $\beta^2$ is indeed independent of $\sigma$ for $p = 0$. It may first be noted that in this case if $\sigma \neq 1$, the Polder relation (31b) transforms

$$\frac{1 - \lambda_1^2}{1 - \sigma \lambda_1} \text{ into } \frac{1 - \lambda_2^2}{1 - \sigma \lambda_2} \text{ and } \lambda_1 \text{ into } \frac{\sigma - \lambda_2}{1 - \sigma \lambda_2}.$$  

The $G$-equation reads

$$\frac{1 - \lambda_2 \sigma}{1 - \lambda_2^2} \left[ \frac{1}{\lambda_2} F \left( r_0 \sqrt{\frac{1 - \lambda_2^2}{1 - \sigma \lambda_2}} - 1 \right) \right]$$

$$= \frac{1 - \lambda_2 \sigma}{1 - \lambda_2^2} \left[ \frac{1 - \sigma \lambda_2}{\sigma - \lambda_2} F \left( r_0 \sqrt{\frac{1 - \lambda_2^2}{1 - \sigma \lambda_2}} - 1 \right) \right].$$

Since $\lambda_1 \neq \lambda_2$ we must have

$$F' \left( r_0 \sqrt{\frac{1 - \lambda_2^2}{1 - \sigma \lambda_2}} \right) = 0 \text{ or } \infty,$$

or

$$\frac{1 - \lambda_{1,2}^2}{1 - \sigma \lambda_{1,2}} = \frac{u_n^2}{r_0^2} \text{ or } \frac{j_n^2}{r_0^2}.$$  

Thus $\lambda_{1,2}$ are roots of

$$\lambda^2 - \sigma \frac{u_n^2}{r_0^2} \lambda + \left( \frac{u_n^2}{r_0^2} - 1 \right) = 0,$$

or else of

$$\lambda^2 - \sigma \frac{j_n^2}{r_0^2} \lambda + \left( \frac{j_n^2}{r_0^2} - 1 \right) = 0,$$

In the first case

$$-\lambda_1 \lambda_2 = \beta^2 = 1 - \frac{u_n^2}{r_0^2},$$

and in the second

$$-\lambda_1 \lambda_2 = \beta^2 = 1 - \frac{j_n^2}{r_0^2}.$$
Fig. 8 — The division of the parts of the $\lambda - \sigma$ plane allowed by the Polder relation, Equation (31b), into regions of positive and negative $G$ by the first few 0 and $I$ curves. Excluded regions are shaded. $|p|$ is about 0.5. Fig. 8(a), $0 < r_0 < 1$; Fig. 8(b), $1 < r_0 < u_1$; Fig. 8(c), $r_0 = u_1$; Fig. 8(d), $u_1 < r_0 < j_1$; Fig. 8(e), $j_1 < r_0 < u_2$. 
Fig. 8(c) and (d) — See Fig. 8.
Thus, when \( \sigma \neq 1 \), the \( \beta^2 \) values, for \( p = 0 \), are evidently independent of \( \sigma \) and are just those of an isotropic medium. When \( \sigma = 1(\mu = \kappa = \infty) \), \( p = 0 \), \( \beta^2 \) is indeterminate and for \( p \) small, there is a small region near \( \sigma = 1 \), of width \( \sim p \), in which \( \beta^2 \) differs appreciably from the isotropic value. The convergence of an expansion of \( \beta^2 \) in powers of \( p[(61) \) and (62)] shows a marked dependence on \( \sigma \).

4.12. The scheme of analysis described above will now be illustrated in detail by a discussion for a radius \( r_0 \) between \( u_1 \) and \( j_1 \), which, if the ferrite were unmagnetized, would propagate the \( TE_{11} \)-mode alone.

Figs. 8(c) and 8(d) show the division of the \( \lambda - \sigma \) plane into regions of positive and negative \( G(\lambda, \sigma) \) by the various \( I \) and \( 0 \) curves. A few contours of constant \( G \) are plotted to indicate the behavior of the function in more detail. That part of the \( \lambda - \sigma \) plane which is excluded by the

\[
\begin{align*}
\lambda &< 0, \\
\sigma &< 0, \\
\lambda &> 0, \\
\sigma &> 0.
\end{align*}
\]

Fig. 8(c) — See Fig. 8.
Fig. 9 — Geometrical exploration of the solution curves. The permitted areas of the $\lambda - \sigma$ plane are divided by the $O_1, I_1, (O_1)_T, (I_1)_T$ curves into regions in which $G(\lambda, \sigma)$ and $G(T(\lambda), \sigma)$ have like or unlike signs. Shaded regions are those of unlike signs. Solution curves (shown schematically by dotted lines) must lie in regions of like signs. Only the first few $O$ and $I$ curves are shown. Fig. 9(a) and (b), $r_0 \sim 3.0$; Fig. 9(c) and (d), $r_0 \sim 5.0$; Fig. 9(e) and (f), $u_1 < r_0 < j_1$; Fig. 9(g), $r_0 < u_1$. For other $p$-values the straight portion of the boundary of the excluded region is simply translated along the $\lambda$-axis.

Polder relation is indicated, for $p = \frac{1}{2}$, by shading. For other $p$-values the straight portion of the boundary of the excluded region is simply translated along the $\lambda$-axis.

In Fig. 9(a) the allowed region of the first quadrant is shown again, together with the transforms $(I_1')_T$, $(O_1')_T$, and $(I_0')_T$ of the only critical curves $I_1', O_1'$ and $I_0'$ occurring in the second quadrant for the present radius. Regions in which $G(\lambda_1, \sigma)$ and $G(T(\lambda_1), \sigma)$ have opposite sign are shaded; the common signs in the remaining parts of the quadrant are as indicated. (In this diagram $p$ is taken to be $\frac{3}{8}$).

From the disposition of the surfaces $G(\lambda_1, \sigma)$ in the region between $O_1$
Fig. 9(b) and (c) — See Fig. 9.
and $I_1$ and of the surface $G(T(\lambda_1), \sigma)$ between $(0, \alpha')_T$ and $(I'_{B'})_T$ it is evident that along any contour such as $G(\lambda_1, \sigma) = K$, $G(T(\lambda_1), \sigma)$ will take on all positive values from 0 to $\infty$ and, in particular, $K$. Since this is true for any $K$, it follows that the region between $0_1$, $I_1$, $(I'_{B'})_T$ contains a solution curve. Two points on this curve are immediately obvious: the intersections of $(I'_{B'})_T$, $I_1$ and the point $(1, 1)$ on $(0, \alpha')_T$, $0_c$. The first is the intersection of the curves

$$\lambda = 1 + \frac{p}{1 + \sigma'}, \quad \frac{j_1^2}{r_0^2} = \frac{1 - \lambda^2}{1 - \sigma\lambda}.$$

At the point $(1, 1)$, $\lambda_2$ is $-\infty$, $\lambda_1$ is unity and $\beta^2$ is therefore infinite. Armed with this knowledge we now investigate analytically the behavior of $\beta^2$ near $\sigma = 0$ directly from the original $G$-equation and Polder relations. Writing $\lambda_1 = 1 + c\epsilon$ and $\sigma = 1 + \epsilon, (1 - \lambda^2)(1 - \sigma\lambda)$ is to zero
Fig. 9(e) and (f) — See Fig. 9.
order just $2c/1 + c$. Thus, $G(\lambda, \sigma)$ to zero order is

$$\frac{1 + c}{2c} \left[ F \left( r_0 \sqrt{\frac{2c}{1 + c}} \right) - 1 \right].$$

But we have, in this case, $G(\lambda_2) = 0$, so that

$$\frac{2c}{1 + c} = \frac{z_1^2}{\sigma^2},$$

where $z_1$ is the smallest non-zero root of $F(\varepsilon) = 1$. From the Polder relation, the leading term of $\lambda_2$ is $-p/(1 + c)\varepsilon$, and consequently the leading term of $\beta_1^0$ is

$$\frac{p}{(1 + c)\varepsilon} = \frac{p \left( 1 - \frac{z_1^2}{2\sigma^2} \right)}{\sigma - 1}.$$

This analysis is readily extended to the next order term, which is stated in Section (4.17).

From analogous considerations concerning the variation of one $G$-

Fig. 9(g) — See Fig. 9.
function through all possible values of the other in the region bounded by $I_1, (I_b')_T, (0'_1)_T$ we deduce that the solution curve just discussed continues into that region and persists as $\sigma \to \infty$. For, the asymptote of $(0'_1)_T$ is $\sigma = \frac{r_0^2}{u_1^2} \lambda$, and between it and $\lambda = 1$, which is the asymptote of $(I_b')_T, G(T(\lambda_1), \sigma)$ takes on all values between 0 and $-\infty$; in particular, the limited range of values assumed by $G(\lambda_1, \sigma)$ in this region. The behavior of the solution curve for large $\sigma$ may be deduced by using the asymptotic formulae for curves $G(\lambda_1, \sigma) = g$ and $G(T(\lambda_1) \sigma) = g$ which are given in the appendix. These are

$$\sigma = -g\lambda_1 - gF\left(\frac{r_0}{\sqrt{-g}}\right),$$

and

$$\sigma = \frac{r_0^2}{u_1^2} \lambda_1 - \left[p + 2 \left(1 + \frac{gu_1^2}{r_0^2}\right) \frac{1 - \frac{r_0^2}{u_1^2}}{1 - \frac{r_0^2}{u_1^2}}\right].$$

It is clear that $g$ at a point of intersection is given by $-r_0^2/u_1^2$ plus terms of order $1/\lambda_1$; substituting this value in the second equation gives the solution curve correctly to order $1/\lambda_1$ in the form.

$$\sigma = \frac{r_0^2}{u_1^2} \lambda_1 - p.$$

When the solution curve has such a linear asymptote it is convenient to calculate $\beta^2$ from the formula

$$\beta^2 = 1 + \frac{p}{\sigma} - \frac{\lambda}{\sigma} + \text{terms of order higher than } 1/\sigma$$

which is readily obtained from (30). In the present case

$$\beta^2 = \left(1 - \frac{u_1^2}{r_0^2}\right) \left(1 + \frac{p}{\sigma}\right) + \text{higher terms in } 1/\sigma.$$  \hspace{1cm} (38)

As $\sigma \to \infty$, $\beta^2$ tends to the value appropriate to the TE$_{12}$-mode in an isotropic medium ($\mu \to \mu_z = \mu_0, \kappa \to 0$ as $\sigma \to \infty$). Thereby the whole solution curve is classified as specifying part of a TE$_{12}$-limit mode.

The remaining section of the TE$_{12}$-limit mode in the upper half-plane is again found in the region between $(0'_1)_T$ and $(I_b')_T$ for $\sigma < \sigma_0$. Any line $\sigma = \text{constant} < \sigma_0$ cuts these two curves at two values of $\lambda_1$. As $\lambda_1$ varies between these values, $G(T(\lambda_1), \sigma)$ varies from 0 to $-\infty$; it is, thus,
clearly equal to the finite (negative) $G(\lambda_1, \sigma)$ somewhere between. This situation persists up to $\sigma = \sigma_0 - 0$ and a solution curve therefore exists between $\sigma = 0$ and $\sigma = \sigma_0$. It meets $\sigma = 0$ for $\lambda_1$ satisfying

$$
\frac{1}{1 - \lambda_1^2} \left[ \frac{1}{\lambda_1} F(r_0 \sqrt{1 - \lambda_1^2}) - 1 \right] = \frac{1}{1 - \lambda_2^2} \left[ \frac{1}{\lambda_2} F(r_0 \sqrt{1 - \lambda_2^2}) - 1 \right],
$$

and

$$
\lambda_1 + \lambda_2 = p. \tag{39}
$$

These equations have been solved numerically; the corresponding $\beta^2 = -\lambda_1 \lambda_2$ is shown in Fig. 10(a). For $r_0$ between $u_1$ and $u_2$ a value derived for $\beta^2$ from the first three terms of an expansion of $\beta^2$ in powers of $p$, equation (61), turns out to be in very good agreement with the numerical calculation up to $p = 1$, for $\sigma = 0$ and presumably is good for small $\sigma$.

At $\sigma_0$ (the point at which $\mu$ becomes negative), the solution curve is “cutoff”. However, the corresponding $\beta^2$ is not zero. As $\sigma_0$ is approached from below $G(\lambda_1, \sigma) \to 0$ and so $G(\lambda_2, \sigma)$ tends to zero. Thus, $\lambda_2$ tends to
the negative root $\lambda_{20}$ (unique for the present radius) of

$$P \left( r_0 \sqrt{\frac{1 - \lambda_{20}^2}{1 - \mu_0 \lambda_{20}}} \right) = \lambda_2.$$  

The associated $\beta^2$ is $-\lambda_{20} \lambda_{10} = -\frac{\lambda_{20}}{\mu_0}$ and is shown in Fig. 11(a). The way in which $\beta^2$ approaches this value as $\sigma \rightarrow \sigma_0$ can be found and is one of the more subtle examples of behavior of a mode near a special point. Writing $\sigma = \sigma_0 + \delta \sigma$, $\lambda_1 = \lambda_{10} + \delta \lambda_1$, we observe that, since $\sigma_0 + p - \frac{1}{\sigma_0} = 0$, the Polder relation in the form

$$\lambda_1 = \frac{1}{\sigma} + \frac{\sigma + p - 1/\sigma}{1 - \sigma \lambda_2}$$

fully determines $d\lambda_1/d\sigma$; any variation due to $\delta \lambda_2$ vanishes at $\sigma = \sigma_0$. $\delta \lambda_2$ can be determined from the $G$-equation. Near $\sigma \lambda = 1 - 0 (\lambda > 1)$, $G(\lambda_1, \sigma)$ is given by

$$-\frac{\tau_0}{\lambda_1} \sqrt{\frac{1 - \sigma \lambda_1}{\lambda_1^2 - 1}},$$

which near $\sigma_0$, $\lambda_{10}$ may be written.
The perturbed $G(\lambda_2, \sigma)$ which (since $G(\lambda_2, \sigma_0) = 0$) is $\frac{\partial G}{\partial \lambda_2} \delta \lambda_2 + 0(\delta \sigma)$ equals the preceding expression and gives

$$\delta \lambda_2 = -\sqrt{\delta \sigma} \frac{r_0}{\lambda_{10}} \sqrt{\frac{\lambda_{10} \frac{d \sigma}{d \lambda_1} + \sigma_0}{\lambda_{10}^2 - 1}} \left( \frac{\partial G}{\partial \lambda_2} \right)^{-1}.$$ 

Accordingly, $\delta \beta^2 = -\lambda_{10} \delta \lambda_2 + 0(\delta \sigma)$, a result which shows that $\beta^2$ tends to its terminal value along the vertical. It is clear analytically and graphically that this mode persists as $p \to 0$, and must be identified with the only isotropic mode for this radius, namely $TE_{11}$. No other branches exist below $\sigma = \sigma_0$, since $G(\lambda_1, \sigma)$ and $G(T(\lambda_1), \sigma)$ have opposite signs except in the region just considered.

The two solution curves considered so far are not the only ones; in fact the infinity of sheets of the surface $G(\lambda_1, \sigma)$ in the region bounded by $I_1, O_c$ and $(I_A')_T$, Fig. 9(a), intersect the transformed sheets $G(T(\lambda_1), \sigma)$ in infinitely many more curves. In the blank areas of that region the $G$-functions have equal sign, and all these areas must be carriers of solution curves, since in every one of them every single contour $G(\lambda_1, \sigma) = g$

![Fig. 10(c) — $\beta^2$ versus $p$ for small values of $\sigma$ — the $TE_{12}$-limit mode.](image_url)
Fig. 11 — $\beta^2$ at the type 2' cutoff as a function of $r_0$ for various $p$. (a), $2\phi'$ cutoff, TE_{11}-limit mode; (b), $2\phi'$ cutoff, TM_{11}-limit mode. The presence of a curve for $p = 0$ is clarified in the text.
crosses all contours of $G(T(\lambda_1), \sigma)$, in particular $G(T(\lambda_1), \sigma) = g$. All
the additional solution curves arising in this way start at $\sigma = 1, \lambda_1 = 1$;
the $n$th of them threads its way from one blank region to another, first
through the intersection of $I_{n+1}$ with $(I_{n'})_T$, then through the intersection
of $0_n$ with $(0'_n)_T$, and finally comes to an end at the intersection of
$I_n$ with $(I_{n'})_T$. At the end point ($\sigma = 1, \lambda_1 = 1$), $\lambda_2$ and, therefore, $\beta^2$ are
infinite, (just as for the TE11 solution curve). At the end point $(I_n, (I_{n'})_T), \lambda_2$, and, therefore, $\beta^2$ are zero. The $\sigma$ and $\lambda_1$ values corresponding
to the latter are obtained from the equations

\[
\frac{1 - \lambda_{1n}^2}{1 - \sigma_0 \lambda_{1n}} = \frac{j_n^2}{r_0^2}; \quad \lambda_{1n} = \sigma_n + p. \quad (40)
\]

It is possible to derive the slope $\delta \beta^2 / \delta \sigma$ of the $\beta^2 - \sigma$ curves at these cut­
off points. Near cut-off, the infinity $I_n$ of $G(\lambda_1, \sigma)$ is matched by the
infinity $I_{n'}$ of $G(\lambda_2, \sigma)$. The $G$-equation therefore degenerates to

\[
\frac{1}{\lambda_2} F(r_0) = \frac{j_n}{r_0} \sqrt{\frac{1 - \lambda_2^2}{1 - \sigma \lambda_1} - \frac{j_n}{\lambda_{1n} j_n^2}}.
\]

Writing $\sigma = \sigma_n - x \lambda_2, \lambda_1 = \lambda_{1n} - y \lambda_2$, expansion of the right hand
side of this equation to order $1/\lambda_2$ furnishes one relation between $x$ and $y$;
the Polder equation furnishes another. The two can be solved for $x$, and
so, since to first order

\[
\delta \beta^2 = -\lambda_{1n} \lambda_2 = \lambda_{1n} \frac{\sigma - \sigma_n}{x} = \lambda_1 \frac{\delta \sigma}{x}
\]

$\delta \beta^2 / \delta \sigma$ may be found. It is found that for convenience in computation,
the results of this calculation are best presented parametrically. Equations
(46-8) represent equations (40) and $\delta \beta^2 / \delta \sigma$ in this way. Fig. 12
(a) and (b) show the result of some computations. Near $\sigma = 1, \beta^2 =
\infty$, these added solution curves behave rather like the TE11 curve. The
leading term in the expansion of $\beta^2$ in powers of $\frac{1}{\sigma - 1}$ is now

\[
p \left(1 - \frac{z_{n+1}^2}{r_0^2}\right) \frac{1}{\sigma - 1}
\]

for the solution curve ending at $I_n - (I_{n'})_T$. Here $z_{n+1}$ is the $(n + 1)^{th}$
root of $F(z) = 1$, not counting 0.

It will turn out later that the infinity of solution curves just discussed
represents an incipient form of the whole mode spectrum; the reservoir
Fig. 12 - Type I cutoff. $|\sigma|$ versus $|p|$ for some values of $r_0$. (a) refers to the $TM_{11}$-limit mode in its incipient stage; the number attached to the points are values of $\frac{d\beta^2}{d\sigma} \text{sgn } p$ at the cutoff. (b) refers to the fully developed $TM_{11}$-limit and $TE_{12}$-limit modes in the region $|\sigma| < |\sigma_0|$: the upper attached number is $\frac{d\beta^2}{d\sigma} \text{sgn } p$ and the lower attached number $\frac{d\beta^2}{dp} \text{sgn } p$. 
from which higher modes are drawn as the guide radius is increased. That the propagation of modes which for larger guide radii correspond to higher TM and TE modes is possible for limited ranges of $\sigma$ might be ascribed to the larger $\mu$-values in those ranges, which cause the wave to see an effectively larger guide. This explanation is convincing only when $\sigma > 1$. When $\sigma_0 < \sigma < 1$, $\mu$ is negative, and the propagation must then be the result of an interplay between $\mu$ and $\kappa$. In passing we remark that we are here dealing with the propagation analog of so-called "shape resonances," which physicists sometimes encounter in resonance experiments on small spheres of ferrite in cavities.

We now turn to a discussion of the solution curves for $\sigma < 0$ which lie in the third quadrant. Fig. 9(b) shows the partition of the region allowed by the Polder relation (again for $p = \frac{3\delta}{2}$) into positive and negative regions by the various $I'$, $0'$, $(I)_{T}$ and $(0)_{T}$ curves. Regions in which $G(\lambda_2, \sigma)$ and $G(T(\lambda_2), \sigma)$ have opposite signs are shaded. For $\sigma < - \sigma_0$, the question whether a given region of like signs is the site of a solution curve may, with one exception, be answered by the same type of geometrical argument as used for $\sigma > 0$. The singular area is that part of the region bounded by $I'_B$ and $0_0$ in which the $G$-functions are both positive. Here both $G(\lambda_2, \sigma)$ and $G(T(\lambda_2), \sigma)$ are zero on $0_0$; $G(\lambda_2, \sigma)$ goes to $\infty$ on $I'_B$, whereas $G(T(\lambda_2), \sigma)$ is finite throughout the region. No intersection can be predicted, then, by the earlier argument. It can indeed be shown (for all $r_0$) that there is no such intersection. For, in the case $p = 0$, the solution curves are $I'_0$ or $0'_0$ curves as demonstrated in Section (4.11). The region under consideration contains no such curves, and hence no solution curves. Thus, for $p = 0$, since $G(\lambda_2, \sigma)$ goes to infinity on $I'_B$, the surface $G(T(\lambda_2), \sigma)$ must lie entirely below the surface $G(\lambda_2, \sigma)$. Consider now, for fixed $\sigma$ and increasing $p$, a point on the $G(T(\lambda_2), \sigma)$ surface whose height remains unchanged. For such a point $T(\lambda_2, p, \sigma)$ remains fixed and from the Polder relation this means an increasingly negative $\lambda_2$. Since it can be shown that $G(\lambda_2, \sigma)$ goes monotonically from 0 to $\infty$ as $\lambda_2$ becomes more negative, it follows that $G(T(\lambda_2), \sigma)$ continues to be below $G(\lambda_2, \sigma)$ for all $p$.

All other regions of common sign do carry solution curves. That corresponding to the TE_{\infty}-limit mode begins at $\sigma = -1$, $\lambda_2 = -1$, passes through the intersection of $(0_0)_{T}$ and $0'_0$ and persists for indefinitely large $\sigma$. The asymptotic formula (38), for $\beta^2$ at large $\sigma$ also holds as $\sigma \to -\infty$, if the signs of both $\sigma$ and $p$ are taken to be negative. The behavior of $\beta^2$ near $\sigma = -1$ may be found by the same means used at $\sigma = 1$. The resulting expression* is to order $\frac{1}{\sigma + 1}$ essentially the same.

* See Section 4.17 for a more exact formula.
as the earlier (37) except that the smallest root of $F(z) = -1$ replaces that of $F(z) = 1$. The remaining solution curves confined to the region bounded by $0_o$, $0_o$, $(I_A)T$ portray the incipient modes already encountered in the first quadrant. Their behavior near $\sigma = -1$ also follows (58), associated with the higher roots of $F(z) = -1$. Their end points, the intersections of $I_n'$ with $(I_A)T$, are still given by the parametric representation (46-8), due regard being paid to the signs of $\sigma_n$ and $p$.

The remaining branch of the TE$_n$-limit mode, lying above $\sigma = -\sigma_0$, is found in the triangle between $(I_A)T$, $\sigma = 0$ and $I_B$. Its end points are given by (39) with $p$ negative and by the intersection of $I_B'$ with $(I_n)T$ which is $\sigma = -(1 + p)$, $\lambda_2 = -1$, $\lambda_1 = 0$. Thus the cut-off in contrast to the analogous branch for $\sigma > 0$, is given by $\beta^2 = 0$, $\sigma = -(1 + p)$.

(When $p < -1$, the branch does not exist at all.) We note that a left-circular plane wave is cut off at exactly the same value of $\sigma$ as the TE-mode is in this particular case (see, however, the following sections). The slope at cut-off is determined by expanding the $G$ functions near their infinities at $\ln$ and $I_B'$ and utilizing the Polder relation. The slope is found to be

$$\frac{d\beta^2}{d\sigma} = -\frac{F(r_0)}{p(1 - F(r_0))}.$$  \hspace{1cm} (41)

A further solution curve lies in the region between $0_o$ and $(0_o)T$ for $\sigma > -\sigma_0$. It has no analogue in a guide with isotropic material and will be discussed later.

In the discussion of the mode spectrum for radii between $u_1$ and $j_1$ three distinct types of cut-off point have already been encountered. When larger radii are treated it is found that no other types arise.* In Section 4.17 formulas relevant to the three types are given. An examination of the field components in the neighborhood of the cut-off points is of some interest. Cut-off points of type one (intersections of $I_n$ and $(I_A)T$, or $I_n'$ and $(I_A)T$), at which $\beta^2 = 0$, have $E_z = 0$ and the field is of a pure TE-type. The medium behaves transversely as though it had a permeability, $\mu - \kappa^2/\mu$. Although the field is purely TE at cut-off the mode terminating at such a point may in the limit of vanishing magnetization be either a TE- or a TM-mode. This impartiality extends to cut-off points of the other types. Cut-off points of type II $[(0_n)T = 0$, or $(0_n)'T = 0$,] occur at $\sigma = \pm \sigma_0$, where $\mu = 0$ and here $\beta^2$ does not vanish. In such cases one of the $\chi$'s is finite and the corresponding contributions to the field pattern quite normal. The other, however, tends

* There is an exception to this statement. This is the type designated in Section 4.17 as $2\sigma_\infty$ which cuts off an isolated mode having no TE or TM analogue.
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to an infinite imaginary value and the associated fields are confined
very closely to the guide walls. The wall currents are very large and
essentially longitudinal. Type III cut-off points \[I_B - (I_A)_\pi\] at which
\(\mu = -\kappa\) have \(\beta^2 = 0\), but the fields are not of a purely TE- or TM-
type. They consist essentially of a rotating, transverse, \(H\), which is
uniform over the guide. The components \(H_z\), \(E_\theta\) and \(E_r\) are smaller
by one order of \(\sigma - \sigma_{\text{cut-off}}\) and \(E_z\), two orders smaller.

It should be stressed again that, in general, the modes are never of
pure TE or TM type. Nevertheless, for the sake of brevity, we shall
refer to them as such; calling them TE-modes or TM-modes according
to their limit as the magnetization is removed.

4.13. We now consider the behavior of the modes as a function of
radius. The reader will be aided by Figs. 8(a) to (e) and 9(a) to (g). In
preparation for this it is necessary to examine the movement of the
\(I_n\), \(I_n'\) and \(0_n\), \(0_n'\) curves when \(r_0\) is varied. It will be recalled that the
equation for the \(I_n\) curves and their reflections, \(I_n',\) in the origin, is
\[
\frac{1 - \lambda^2}{1 - \sigma\lambda} = \frac{j_n^2}{r_0^2}.
\]
The contours \(\chi(\lambda, \sigma) = C,\) where \(\chi^2 = (1 - \lambda^2)/(1 - \sigma\lambda)\) have already
been plotted in Fig. 4. The \(I_n, I_n'\) curves are among these, and, clearly,
for a fixed \(n,\) the associated \(\chi^2\) decreases as \(r_0\) increases. The course of a
given pair \((I_n, I_n')\) may then be seen directly from Fig. 4. The qualita­
tive behavior of the pair changes radically only when \(r_0\) passes through
the value \(j_n.\) Before it does so, \(I_n\) lies, for \(\lambda\) between 0 and 1, above \(\sigma = \lambda\)
and tends to \(\sigma = \infty\) as \(\lambda\) tends to zero. At \(r_0 = j_n,\) the \(I_n\) and \(I_n'\) curves
merge into the lines \(\sigma = \lambda\) and \(\lambda = 0.\) Beyond \(j_n,\) \(I_n\) lies below \(\sigma = \lambda\)
for \(\lambda\) between 0 and 1 and goes to \(-\infty\) as \(\lambda\) approaches zero. The \(I_n'\)
curve remains, throughout the reflection of \(I_n\) in the origin. As \(r_0 \to \infty,\)
\(I_n\) tends to the line \(\lambda = 1, I_n'\) to \(\lambda = -1.\) No \(I_n\) curves ever enter the
region \(\lambda > 1, \sigma < 0;\) no \(I_n'\) curves enter \(\lambda < -1, \sigma > 0.\) It is also im­
portant to relate the \(I_n, I_n'\) curves to the boundaries of the Polder
regions. \(I_n\) curves cut the Polder boundary \(\sigma = \lambda - p,\) of the first quad­
rant in at most one point. As \(r_0\) increases from 0 to \(j_n,\) this point moves
from \(\sigma = \sigma_0\) to \(\sigma = \infty.\) Thereafter, no intersection occurs at fixed \(p\) until
\(r_0\) equals \(j_n/\sqrt{1 - p^2};\) it here reappears at \(\sigma = 0\) and moves steadily to
\(\sigma = 1 - p\) as \(r_0\) increases indefinitely. The only intersection with the
other Polder boundary \(\sigma = 1/\lambda,\) is at \(\lambda = 1, \sigma = 1,\) regardless of \(r_0.\)

The \(0_n, 0_n'\) curves are given by
\[
\sigma = \frac{1}{\lambda} \left[ 1 - r_0^2 \frac{1 - \lambda^2}{(R^{-1}(\lambda))^2} \right]
\]
if the $n^{th}$ branch of $F^{-1}(\lambda)$ is used. Thus, as $r_0$ increases, the successive curves either all pass through a fixed point (which can only be $\lambda = \pm 1$, $\sigma = \pm 1$, $n > 0$) or move steadily up or down without further intersection. An $0_n$ curve starts from $\sigma \lambda = 1$ at $r_0 = 0$ and falls for $\lambda < 1$, rises for $\lambda > 1$, as $n$ increases. For large $\lambda$, since $\sigma \sim j_n^2/r_0^2 (\lambda - 2)$, $n > 0$, the $0_n$ and $I_n$ curves move together with a constant separation. $0_0$ is singular, since it does not pass through $\lambda$, $\sigma = 1$ and falls steadily for all $\lambda$; it tends to $\sigma = 0$ for large $\lambda$. The $0_{n'}$ curves rise from $\sigma \lambda = 1$ at $r_0 = 0$ for $-1 < \lambda$, fall for $\lambda < -1$. They run parallel to $I_{n+1}'$ for $-\lambda$ very large. For small $\lambda$ there is an expansion

$$\sigma = \left(1 - \frac{r_0^2}{u_n^2}\right) \frac{1}{\lambda} - \frac{2r_0^2}{u_n^2(u_n^2 - 1)} + O(\lambda)$$

holding for $0_n$ and for $0_{n'}$. This indicates that for $r_0 < u_n$, $0_n$ goes to $+\infty$ and $0_{n'}$ to $-\infty$ for small $\lambda$, but at $r_0 = u_{n+1}$, $0_n$ and $0_{n'}$ merge momentarily at

$$\lambda = 0,$$

$$\sigma = -\frac{2r_0^2}{u_{n+1}^2(u_{n+1}^2 - 1)} < 0.$$ 

For larger $r_0$, $0_n$ goes to $-\infty$ and $0_{n'}$ to $+\infty$. Since the union of $0_n$ and $0_{n'}$ takes place at a negative $\sigma$, it is clear that $0_n$ curves, unlike $I_n$ curves, may cross the line $\sigma = 0$ twice. Intersections of the $0_n$, $0_{n'}$ curves with the Polder boundary are difficult to examine explicitly and this may lead to some obscure situations for $0 < |\lambda| < 1$. However, for $\sigma > \sigma_0$, since $0_n$ and $I_n$ have a fixed separation for large $|\lambda|$, this pair escape intersection with the boundary at the same value of $r_0$, namely $j_n$. Similarly $0_{n'}$ and $I_{n+1}$ escape together at $r_0 = j_{n+1}$ for $\sigma < -\sigma_0$.

We shall now examine the effect of varying $r_0$ upon the sequence of modes when $\sigma > \sigma_0$. When $r_0$ is less than $u_1$, a case in which the isotropic medium would not propagate, no part of $0_{0'}$ lies in the upper half plane and there is then no $(0_{0'})_T$ curve. The solution curve which in the previous discussion of Section 4.12 was assigned to $TE_{11}$, after passing the intersection $[I_1 - (I_{0'})_T]$ can no longer escape to infinity and terminates on $[I_1 - (I_A)_T]$. Thus, the $TE_{11}$ mode at this radius has become an incipient mode with cut-off and other properties given by the formulae already quoted for such modes. As $r_0$ approaches $u_1$ from below, the $\beta^2 - \sigma$ curve is double valued between $\sigma_{\text{cut-off}}$ and some larger value. This is borne out by the fact that $d\beta^2/d\sigma$ becomes positive at cut-off, and by the observation that the solution curve bulges towards large $\sigma$ between $I_1 - (I_{0'})_T$ and its terminus. The part of the $\beta^2 - \sigma$
curve along which \( \frac{d\beta^2}{d\sigma} < 0 \), will tend smoothly towards the \( \beta^2 - \sigma \) curve for \( r_0 \) just greater than \( u_1 \). The course of the TE_{11} solution curve remains qualitatively unchanged for all \( r_0 > u_1 \).

When \( r_0 \) passes through \( u_1 \), and the TE_{11} solution curves escapes discontinuously to infinity, the solution curves below it disengage from their former end points \( I_{n+1} - (I_\lambda)_T \) and instead end at the point \( I_n - (I_\lambda)_T \). When \( r_0 \) exceeds \( j_1 \), the curves \( I_1 \) and \( 0_1 \) escape intersection with \( \sigma = \lambda - \rho \) simultaneously, for \( \sigma > \sigma_0 \), and the curve \( (I'_\lambda)_T \) makes its first appearance. From the asymptotic formulae (App. II) the latter runs to infinity between \( I_1 \) and \( 0_1 \), and now the solution curve which ended for \( u_1 < r_0 < j_1 \) at \( I_1 - (I_\lambda)_T \) is carried to infinity between \( I_1 \) and \( (I'_\lambda)_T \). The asymptotic expression for \( \beta^2 \) versus \( \sigma \), given in formula (56) indicates that \( \beta^2 \) tends to the isotropic value for the TM_{11} mode. No further qualitative changes will take place in behavior of this mode as \( r_0 \) increases.

As \( r_0 \) increases through \( u_2 \) (the value at which the isotropic medium supports the TE_{12} mode), the \( (0_1')_T \) curve makes its appearance, an event accompanied by the escape of the uppermost incipient solution curve (the one ending at \( (I_\lambda)_T - I_2 \)) to infinity. The escape takes place in the same way as that of the TE_{11} solution curve as \( r_0 \) passed through \( u_1 \). The newly escaped curve, of course, represents the TE_{12}-limit mode. The end points of the remaining incipient solution curves also jump discontinuously to their next higher neighbors as they did at \( r_0 = u_1 \). The course of events as \( r_0 \) is increased further should now be abundantly clear, and is summarized in Table I on page 642.

We now turn to the region \( 0 < \sigma < \sigma_0 \) and consider first the situation \( 0 < r_0 < u_1 \). It is clear that in the area bounded by \( 0_0, 0_0, (I'_\lambda)_T \) and \( (I'_0)_T \), both \( G \) functions are negative. There is no simple geometrical argument which determines the existence of a solution curve in this region. It is therefore necessary to use a type of analytic argument, which is useful in a number of other cases, although fully discussed only in the present instance.

We show that the least value attained by \( G(\lambda_1, \sigma) \) in the admissible region for \( p = 0 \) (which contains all regions admissible for other \( p \)-values) is greater than the maximum value of \( G(\lambda_2, \sigma) \) in the range \(-1 < \lambda_2 < 0, \sigma > 0\). Consider the variation of \( G(\lambda_1, \sigma) \) as the point \( \lambda_1 = 1 \), \( \sigma = 1 \) is approached along a line of constant \( \chi^2 \) in the admissible region for \( p = 0 \) (see Fig. 4). We have the relation

\[
G(\lambda, \sigma) = \frac{1}{\chi^2} \left[ \frac{1}{\lambda} \right] F(r_0 \chi) - 1.
\]
For $\chi^2$ negative, $F(r_\omega \omega)$ is positive and thus, as $\lambda$ approaches unity from above $G$ decreases. Again for $\chi^2$ positive and $r_0 < u_1$, $F(r_\omega \omega)$ is positive and thus, as $\lambda$ approaches unity from below, $G$ also decreases. Thus for any $\chi^2$, $G(\lambda, \sigma)$ takes on its least value at $\sigma = 1, \lambda = 1$ and this value is

$$\frac{1}{\chi^2} [F(r_\omega \omega) - 1].$$

The minimum value of this limit in this region is $F(r_0) - 1$ and is greater than $-1$. In the region $-1 < \lambda < 0, \sigma > 0$, $\chi^2$ is between 0 and 1, and the $\chi^2$ curves run from $\sigma = 0$ to $\sigma = \infty$. $G$ will clearly decrease as $\sigma$ increases from zero on any one of these curves. Thus $G$ attains its maximum on $\sigma = 0$, where its value is

$$- \frac{1}{1 - \lambda^2} \left[ \frac{F(r_0 \sqrt{1 - \lambda^2})}{|\lambda|} + 1 \right].$$

Since $F(r_0 \sqrt{1 - \lambda^2})$ is positive for $r_0 < u_1$ and $|\lambda| < 1$, $G$ is clearly less than $-1$. In passing we note that for $r_0 = u_1$, both $G$ functions may attain the value $-1$.

As $r_0$ passes through $u_1$, the $(0_1')_T$ curve appears in the region under discussion and together with $(I_\sigma')_T$ delimits the region carrying the $TE_{11}$ solution curve already discussed at length. No qualitative changes occur in that curve as $r_0$ is increased indefinitely. When $r_0$ exceeds $j_1$, the $(I_1')_T$ curve appears between $(0_1')_T$ and $(I_\sigma')_T$. Between $(I_1')_T$ and $(I_\sigma')_T$ the $G$ functions have a region of common sign, yet no solution curve arises there for a given $p$ until $r_0$ reaches $j_1/\sqrt{1 - p^2}$. From then on, the $I_1$ curve cuts $(I_\sigma')_T$, see Fig. 9(c), and a solution curve exists between $(I_1')_T$ and $I_1$. It is cut off at the intersection $(I_\sigma')_T - I_1$; there, $\beta^2 = 0$ and $\sigma, \frac{d\beta^2}{d\sigma}$ are given by the same parametric formulae (46-8) applying to the cut-off of incipient modes, the parameter $\theta$ being negative. The curve begins at $\sigma = 0$, where it satisfies the usual equation, which for this radius has two solutions. The solution with the smaller $\lambda$, belonging to the present curve, tends to the isotropic $TM_{11}$-limit as $p \to 0$. At a fixed $r_0$, sufficiently below $u_2$, this mode does not exist at

* There are some exceptions to this statement. When $4.82 < r_0 < u_2 = 5.33$ and $p$ exceeds $\sqrt{1 - j_1^2/r_0^2}$, a double-valued $\beta^2 - \sigma$ curve exists between two positive $\sigma$ values. For values of $r_0$ still closer to $u_2$ further regions of common sign may arise as a result of the interplay of the $(0_1')T$ and $(I_\sigma')T$ curves. We have not examined these regions closely. Such dubious regions are confined to the immediate neighborhoods below the $u_n$. 
all when

\[ p > \sqrt{1 - \frac{j_1^2}{r_0^2}}. \]

If \( r_0 \) is greater than \( u_2 \), the \((0_1')_T\) curve has appeared. A new region of like signs of the \( G \)'s arises between it and \((I_1')_T\), see Fig. 9(e), and contains a solution curve. This ends at \( \sigma_0, \lambda_{10} \) and begins at \( \sigma = 0 \) at a value of \( \lambda_1 \) pertaining to the TM_{11}-mode. Thus, it is clear that as \( r_0 \) passed \( u_2 \), the end-point of the TM_{11} curve jumped discontinuously from \((I_1')_T - I_1 \) to \( \sigma_0, \lambda_{10} \). This jump is anticipated as \( r_0 \) approaches \( u_2 \); the \( \beta^2 - \sigma \) curve first bulges beyond \((I_1')_T - I_1 \) towards its later course and returns to that point with positive slope. As \( r_0 \) increases further no change occurs in the qualitative behavior of the mode. It may be noted that above \( u_2 \) the mode exists for all \( \sigma \).

Beyond \( r_0 = u_2 \), at least part of the area between \( I_1 \) and \((I_1')_T \) is an admissible region and does in fact contain the TE_{12} solution curve. It begins at \( \sigma = 0 \) and \( \lambda_1 \) given by that solution of eqn. (39) which is, in the limit \( p = 0 \), the TE_{12} solution. It is cut off with \( \beta^2 = 0 \) at \((I_1')_T - I_1 \), the end point relinquished by the TM_{11}-solution curve. As \( r_0 \) passes \( j_2 \), the TE_{12} solution retains its cut-off point, but, beyond \( r_0 = u_3 \), it will transfer this point discontinuously to \( \sigma_0, \lambda_{10} \). Thereafter its course remains essentially unaltered. Tables I, II and III show the progression of cut-off points of the various modes.

It may be recalled that in the analysis of \( u_1 < r_0 < j_1 \), the modes in \( \sigma < -\sigma_0 \) followed essentially the same course as in \( \sigma > \sigma_0 \). This is also true of their progress with changing radius and of the escape process. The singular character of the \((0_0')_T\) curve and the presence of \( I_b \) lead to some local changes in the progress of the modes but have no effect on their more salient features in this particular range of \( \sigma \). The scheme of progression of the end points is shown in Table I.

In contrast with the state of affairs in the region just discussed, the mode structure in the area between \( \sigma = 0 \) and \( \sigma = -\sigma_0 \) is very markedly affected by the presence of \((0_b')_T \) and \((I_b')_T \).

When \( r_0 < u_1 \), a solution curve exists between \( \sigma = -1 - p \), and \( \sigma = -\sigma_0 \). It starts with \( \beta^2 \) = 0 at the intersection of \((I_1')_T \) and \((I_b')_T \) with a slope given by (41). For sufficiently small \( r_0 \), \( \beta^2 \) tends to infinity as \( \sigma \to \sigma_0 \), since the solution curve approaches the line \( 0_c' \) or \((0_{\infty})_T \). Its shape is then given by (52), see Section 4.17. As \( r_0 \) increases, \( \sigma_0 \) falls steadily. Eventually, for sufficiently large \( p \), its minimum falls below

* See footnote on page 628.
\(-\sigma_0\). \((0_0)_T\) now has two branches for \(\sigma > -\sigma_0\), which pass through the point \(\sigma = -\sigma_0\), \(\lambda_2 = -\frac{1}{\sigma_0}\) making there a finite angle with each other. \((0_0)_T\) is completed by a loop in \(\sigma < -\sigma_0\), Fig. 9(g), which does not affect the incipient modes appreciably. The mode in question now has two branches. The first starts as before and ends at \(\sigma = -\sigma_0\), where the associated \(\beta^2\) is given by \(\beta_{a_1}^2 = \lambda_0/\sigma_0\) and \(\lambda_0\) is the smaller root of
\[
F'\left(\frac{1 - \lambda_{a_1}^2}{1 - \sigma\lambda_{a_1}}\right) = \lambda_{a_1}. \tag{42}
\]

It resumes at \(\sigma = -\sigma_0\) and \(\beta^2 = \beta_{b_1}^2 = \lambda_b/\sigma_0\), where \(\lambda_b\) is the larger root of the above equation, progresses to smaller \(|\sigma|\)-values and then back to \(\sigma = -\sigma_0\) where \(\beta^2\) tends to infinity again in accordance with (52). Beyond \(r_0 = u_1\), where \(\sigma_0\) rises steadily from \(\sigma = -\infty\) to \(\sigma = 0\) with increasing \(\lambda\), one branch of \((0_0)_T\) in \(-\sigma_0 < \sigma < 0\) disappears and only the second branch of the mode remains. Neither branch has an analogue in ordinary waveguides; as \(p \to 0\) each lies in a smaller and smaller neighborhood of \(\sigma = 1\), and finally vanishes into \(\sigma = 1, \lambda_2 = -1\).

For \(\sigma_0\) between \(u_1\) and \(j_1\) there is a single solution curve starting at \(\sigma = 0\) and ending with \(\beta^2 = 0\) at \((I_A)_T - I_{b'}\'). This may be identified in the limit \(p = 0\), with the TE_{11}-limit mode, and has already been fully discussed for \(u_1 < r_0 < j_1\). No change in the formula for its cut-off point occurs up to \(r_0 = u_2\). A useful spot-point \((I_{b'} - (I_1)_T)\) along its course can be found when
\[
0 < p < 1 - \sqrt{1 - \frac{j_1^2}{r_0^2}}
\]

and is given by (60).

In the range \(j_1 < r_0 < u_2\), a further solution curve (corresponding to the TM_{11}-limit mode) can arise, provided
\[
p < \sqrt{1 - \frac{j_1^2}{u_2^2}}
\]

The radius at which it will then first appear is
\[
r_0 = \frac{j_1}{\sqrt{1 - p^2}}.
\]

It begins on \(\sigma = 0\), according to (39) and is cut off, with \(\beta^2 = 0\), at \((I_A)_T - I_1'\).

As \(r_0\) passes \(u_2\), the cut-off point of the TE_{1} solution curve moves dis-
Fig. 13 — Approximate course of modes in the $\beta^2 - \sigma$ plane for various $p$ values and at two values of $r_0$. Fig. 13(a), above, $r_0 = 2.75$, TE$_{11}$-limit modes; $-1 < \sigma < 1$. Fig. 13(b), $r_0 = 2.75$, TE$_{11}$-limit mode and incipient TM$_{11}$-limit mode, $\sigma > 1$. Fig. 13(c), $r_0 = 2.75$, TE$_{11}$-limit mode, $\sigma < -1$. Fig. 13(d), (e) and (f), $r_0 = 5.75$, TE$_{11}$-limit and TE$_{12}$-limit modes; Fig. 13(d), $-1 < \sigma < 1$; Fig. 13(e), $\sigma > 1$; Fig. 13(f), $\sigma < -1$. Fig. 13(g), 13(h) and 13(i), $r_0 = 5.75$, TM$_{11}$-limit modes; Fig. 13(g); $-1 < \sigma < 1$; Fig. 13(h), $\sigma > 1$; Fig. 13(i), $\sigma < 1$. It should be noted that a scale linear in $\frac{\beta^2}{1 + \beta^2}$ is used for convenience when $|\sigma| > \sigma_0$.

continuously to $\sigma = -\sigma_0$, $\lambda_2 = -\frac{1}{\sigma_0}$ and, simultaneously, the cut-off point of the TM$_{11}$ curve occupies the position relinquished by the former. The TM$_{11}$ mode now exists for all $p$. A new solution curve (TE$_{12}$) appears in the region bounded by $0', (0'_1$, $I'_1$, if $p$ is not too large, terminating at $(I'_2) - I'_1$, the point left by the TM$_1$ terminus. (If $p$ exceeds $\sqrt{1 - j\beta^2/u_0^2}$ this curve will not exist at all.)

Figs. 13(a) to (i) and 14 show the approximate course of the $\beta^2 - \sigma$ curves for the TE$_{11}$ mode at $r_0 = 2.75$ and for the TE$_{11}$, TM$_{11}$ and TE$_{12}$ modes at $r_0 = 5.75$. The incipient TM$_{11}$ mode at $r_0 = 2.75$ is shown for positive $\sigma$, $p$ only. They were computed by the methods outlined above.

4.14. Guides of large radius. It is of some interest because of the high dielectric constant of ferrites to examine the behavior of the modes as the radius, $r_0$, is allowed to become very large. The two sides of the $G$-equation will remain determinate for unlimited $r_0$ provided

$$r_0 \sqrt{\frac{1 - \lambda_3^2}{1 - \sigma\lambda_1}} \text{ or } r_0 \sqrt{\frac{1 - \lambda_2^2}{1 - \sigma\lambda_2}}$$
Fig. 13(b) — See Fig. 13.

Fig. 13(c) — See Fig. 13.
remains finite, while
\[ r_0 \sqrt{\frac{1 - \lambda \sigma^2}{1 - \sigma \lambda^2}} \quad \text{or} \quad r_0 \sqrt{\frac{1 - \lambda_1^2}{1 - \sigma \lambda_1}} \]
becomes infinite imaginary. Examining the solutions obtained under these conditions it is possible to find expansions for \( \beta^2 \) in inverse powers of \( r_0^2 \). These are as follows:

for \( p > 0, \sigma > 1 \) or \( p < 0, -\sigma_0 < \sigma < 0 \)
\[
\beta^2 = 1 + \frac{p}{\sigma - 1} - \left( 1 + \frac{p/2}{\sigma - 1} \right) \frac{x_n^2}{r_0^2}, \quad (43a)
\]
where the \( x_n \) are the successive roots greater than zero of \( F(x_n) = 1 \) and the modes are associated with the \( x_n \) by the scheme: \( \text{TE}_{11} \rightarrow x_1 \), \( \text{TM}_{11} \rightarrow x_2 \), \( \text{TE}_{12} \rightarrow x_3 \), etc:

for \( p > 0, 0 < \sigma < \sigma_0 \) or \( p < 0, \sigma < -1 \)
\[
\beta^2 = 1 + \frac{p}{\sigma - 1} - \left( 1 + \frac{p/2}{\sigma + 1} \right) \frac{y_n^2}{r_0^2}, \quad (43b)
\]
with $F(y_n) = -1$ and $\text{TE}_{11} \rightarrow y_1$; $\text{TM}_{11} \rightarrow y_2$; $\text{TE}_{12} \rightarrow y_3$, etc.

for $p > 0$, $\sigma_0 < \sigma < 1$ and $p < 0$, $-1 < \sigma < -\sigma_0$,

there are no solutions.

These formulae are valid for any $p$ which is not itself so small as to be of order $1/r_0^2$. If they are applied to modes varying as $e^{in\theta}$, where $n = \pm 1$ and $\sigma$, $p$ are positive, they indicate the following results: for $\sigma > 1$, $n = \pm 1$, $\beta^2 \rightarrow 1 + \frac{p}{\sigma - 1}$; for $\sigma_0 < \sigma < 1$, no $n = \pm 1$ modes; for $0 < \sigma < \sigma_0$, $n = \pm 1$, $\beta^2 \rightarrow 1 + \frac{p}{\sigma + 1}$. These, in turn, may be classified in the following way. For $\sigma > 1$, $n = -1$, and for $0 < \sigma < \sigma_0$, $n = +1$ which correspond to $\mu$ and $\kappa$ both positive, the propagation constant tends to the value for a plane wave whose direction of circular polarization coincides with that of the wave guide pattern. For $\sigma_0 < \sigma < 1$, 

---

**Fig. 13(e)** — See Fig. 13.
Fig. 13(f) — See Fig. 13.

Fig. 13(g) — See Fig. 13.
Fig. 13(h) — See Fig. 13.

Fig. 13(i) — See Fig. 13.
where \( \mu \) is negative, \( n = \pm 1 \), no modes exist for large enough guide. For \( 0 < \sigma < \sigma_0 \), \( n = -1 \) and \( \sigma > 1 \), \( n = +1 \), the propagation constant tends to that for a plane wave whose polarization is in the opposite sense to that of the field pattern and here \( \mu \) is positive, but \( \kappa \) is negative. An examination of the field pattern in this last case shows that most of the field energy is indeed associated with a circular polarization opposite to that of the pattern as a whole.

The discussion of the preceding sections shows that the complete structure of the mode spectrum for a guide filled with lossless ferrite is very complex. It is also clear that for some combinations of guide size and magnetic parameters the course of an individual mode in the \( \beta^2 - \sigma \) plane may be quite involved. In particular, two values of \( \beta^2 \) associated with the same mode often occur at a given \( \sigma \). The extent to which the complexity of the spectrum will be observed in practice will depend principally upon the loss of the real ferrite and upon the guide radius. The effect of loss near \( \sigma = 1 \), where the incipient modes are crowded will be to cause simultaneous excitation of many of these and consequently a confused \( z \) dependence of the guide excitation. For values of \( r_0 \) just below \( j_n \), the point of escape of the TE modes, the latter exist over considerable ranges of \( \sigma \), see Fig. 12(a), and would probably be observable. The TE modes near \( u_n \) also persist over a wide range, but are double-valued. Concerning such double-valued waves it may be observed that from the results of the subsequent treatment of losses, it is clear that if \( \frac{d\beta^2}{d|\sigma|} > 0 \), it is necessary to put the source of power at the opposite end of the guide.

4.15. Losses, Faraday rotation and merit figure. So far the analysis has been concerned with the loss-free medium. It is of some interest to determine the attenuation constant (the imaginary part of \( \beta \)) that arises when losses are taken into account. As long as these are small, this can be done rather easily; in fact, sufficiently far from resonance (\( \sigma = 1 \)), for each formula giving \( \beta^2 \), we can establish one giving the attenuation constant.

If the losses are of magnetic origin we utilize the fact (already demonstrated in section 2) that to first order in \( \alpha \), the permeabilities \( \mu, \kappa \) are functions of \( \sigma + j\alpha \text{sgn} \ p \), and of no other combination of \( \sigma, \alpha \). Since \( \sigma, \alpha \) enter Maxwell's equations only through \( \mu \) and \( \kappa, \beta^2 \), which is derived from them, must likewise depend on \( \sigma \) through \( \sigma + j\alpha \text{sgn} \ p \). Any formula for \( \beta^2 \) derived for the loss-free medium can, therefore, be generalized to the lossy case by replacing \( \sigma \) with \( \sigma + j\alpha \text{sgn} \ p \), to first order in \( \alpha \). To this order, then, we find
\[ \beta^2 = \beta'^2 + ja \text{sgn} \frac{\partial (\beta')^2}{\partial \sigma}, \]

where \( \beta' \) is the propagation constant for the loss-free case. Thus

\[ j\beta = j\beta' - \frac{\alpha}{2\beta'} \frac{\partial (\beta')^2}{\partial |\sigma|}, \quad (44) \]

and the last term on the right, (multiplied by our scaling variable \( \beta_0 = \omega \sqrt{\mu_0 \epsilon_0} \)) is the attenuation in nepers per meter. The present convention is that the waves propagate in the positive \( z \) direction, as exp \((-j \beta z)\). It follows that they will decrease in that direction only if \( \partial (\beta')^2 / \partial |\sigma| < 0 \). Occasionally this is not the case, and presumably indicates that the direction of the power flow opposes that of the phase velocity.

For small dielectric loss, too, it is possible to derive formulae for the attenuation constant from those already obtained; obviously the latter depend on \( \epsilon \) only through \( \epsilon = \epsilon_0 - j\epsilon_1 \), and can therefore be expanded. But it must now be remembered that \( \beta \) was defined as \( \beta_{\text{actual}} / \omega \sqrt{\mu_0 \epsilon} \) and \( r_0 \) as \( r_{\text{actual}} \omega \sqrt{\mu_0 \epsilon} \) so that the scaling parameter \( \omega \sqrt{\mu_0 \epsilon} \) will make contributions to the imaginary part. It is then readily verified that

\[ \frac{\beta_{\text{actual}}}{\omega \sqrt{\mu_0 \epsilon}} = \beta' - j \frac{\epsilon_1}{2\epsilon_0 \beta'} \frac{\partial}{\partial (r_0^2 \beta^2)} (r_0^2 \beta^2). \quad (45) \]

A few words may be said about the relation of Faraday rotation to the \( \beta^2 - \sigma \) curves. A linearly polarized plane wave traveling in the unbounded medium along the magnetizing field can be regarded as the
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Fig. 14 — The course of the fully developed modes (solid lines) and of some of the lower incipient modes (dotted lines) as a function of \( \sigma \) for \( r_0 = 5.75 \) and \( |p| = 0.6 \).
sum of right and left circular components which travel with different propagation constants. If these are \( \beta_+ \) and \( \beta_- \) (measured in units of \( \beta_0 \)) the plane of polarization of the resultant will appear to rotate by \( \frac{(\beta_+ - \beta_-)}{2} \) radians per reduced wavelength \( \frac{\lambda}{2\pi} = \frac{1}{\beta_0} \).

In the filled waveguide, on the other hand, it is no longer true that right and left circularly polarized modes add up to a plane polarized mode, as is readily seen by reference to the field components given in Appendix IV. To define Faraday rotation in a simple way it is therefore necessary to neglect changes in the field pattern due to the magnetization and consider only the changes in the propagation constants. Then the rotation of a mode with azimuthal mode number \( n \) will be \( \frac{1}{2n} (\beta_+ - \beta_-) \).

In the present case \( n = 1 \), and the \( \beta_+ \), \( \beta_- \) are found from the curves of \( \beta^2 \) versus \( \sigma \), Figs. 13(a) to (i), for positive \((\sigma, p)\) and negative \((\sigma, p)\) respectively.

The merit figure is defined as the ratio — radians rotation per neper loss — and is independent of path-length. For small losses, (neglecting terms \( O(\alpha^2) \)), this ratio is

\[
\frac{RL(\beta_+ - \beta_-)}{\text{Im}(\beta_+ + \beta_-)} = \frac{1}{\alpha} \frac{\beta_+' - \beta_-'}{\frac{\partial}{\partial |\sigma|} + \frac{\partial}{\partial |\sigma|}}
\]

in the notation of the present Section.

4.16. Formulae for the ferrite.

I. Cut-off points

Cut-off points will be classified into three types, 1, 2 and 3, according to the nature of the intersecting curves which generate them. All points of a given type may be assigned an index which further identifies the generating curve. This will be written as a subscript.

Type 1. Intersections of \( I_n = (I_\lambda) \), \( \sigma > 0 \), written as \( I_n \), and of \( I_n' = (I_\lambda)' \), \( \sigma < 0 \), written as \( I_n' \).

There is a parametric representation:

\[
\left| \lambda_{1,2} \right| = e^{\theta},
\]

\[
|p| = 2 \sinh \theta \left( 1 - \frac{r_0^2}{j_\lambda^2} \right) \text{ and }
\]

\[
|\sigma| = \frac{r_0^2}{j_\lambda^2} e^{\theta} + \left( 1 - \frac{r_0^2}{j_\lambda^2} \right) e^{-\theta}.
\]
The slope at cut-off:

\[
\left( \frac{\partial \beta^2}{\partial \sigma} \right)_p = \frac{j_\pi^2 (j_\pi^2 - 1) \coth \theta}{r_0^2 - 1 + \frac{2}{F(r_0)}} \cdot \text{sgn } \sigma,
\]

and

\[
\left( \frac{\partial \beta^2}{\partial p} \right)_\sigma = -\frac{\sigma}{p \coth \theta} \left( \frac{\partial \beta^2}{\partial \sigma} \right)_p.
\]

Type 2. Intersections of

\((0_n)'_x - 0_c\) at \(\sigma = \sigma_0 = \sqrt{\frac{b^2}{4} + 1 - \frac{p^2}{2}}\); type \(2_n'\)

\((0_n)_x - 0_c'\) at \(\sigma = -\sigma_0\); type \(2_n\).

\(\beta^2 \neq 0\)

Define \(\lambda_0\) as a root of

\[
\sigma_0 = -\frac{1}{|\lambda_0|} \left[ 1 - (1 - \lambda_0^2) \left( \frac{r_0}{F^{-1}(\lambda_0)} \right)^2 \right],
\]

with the following convention: for \(2_n'\), \(\lambda_0\) is negative and the \(n\)th branch of \(F^{-1}(\lambda_0)\) is used; for \(2_n\), \(\lambda_0\) is positive and the \(n\)th branch of \(F^{-1}(\lambda_0)\) is used. Now

\[
\beta^2 = \frac{|\lambda_0|}{\sigma_0}.
\]

Near cut-off

\[
\beta^2 = \frac{|\lambda_0|}{\sigma_0} + \frac{r_0}{A} \sqrt{\frac{1 + \sigma_0^2}{1 - \sigma_0^2}} \sqrt{\frac{\sigma_0 - |\sigma|}{1 + |\lambda_0| |\sigma_0|}}.
\]

with

\[
(1 - \lambda_0^2)A = \frac{1}{2 |\lambda_0|} \left( 1 - \frac{r_0^2}{1 + |\lambda_0| |\sigma_0|} \right) (\sigma_0 + 2 |\lambda_0| + \sigma_0 \lambda_0^2)
\]

\[
+ \frac{1 + \sigma_0 |\lambda_0|}{\lambda_0}.
\]

For \(\lambda_0\) a special situation arises for \(1 < r_0 < u_1\) where there are two positive solutions for \(\lambda_0\). We write \(2_{01}\) and \(2_{02}\) for the points corresponding to the smaller and greater of these. A special cut-off point will be labeled \(2_{00}\) and arises from \(0_c'\) and \((0_0)_x\) as \(\lambda_1\) goes to infinity. For this point
Fig. 15 — The function \( \frac{F(r_0)}{1 - F(r_0)} \), related to cutoff of Type 3.

\[ \tau = \sigma_0, \beta^2 \to \infty \text{ and near } -\sigma_0 \text{ we have} \]

\[ \beta^2 = \frac{|p|}{r_0^2(|\sigma_0| - |\sigma|) (2 - |p||\sigma_0|)}. \]  

(52)

Type 3. Intersections of \( I_B = (I_A) \tau \); for \(-\sigma_0 < \sigma < 0\) only; no subscript is needed.

\( \beta^2 = 0, \) 

\( \sigma = -1 - p, \) 

and

\[ \frac{(\partial \beta^2)}{(\partial \sigma)} = \frac{(\partial \beta^2)}{(\partial p)} = \frac{1}{p} \frac{F(r_0)}{1 - F(r_0)} \quad \text{(see Fig. 15)} \]  

(54)

The cut-off points of the modes follow various schemes in different ranges of \( \sigma \) as indicated below.

For \( \sigma > \sigma_0 \) we have Table I. When \( \sigma < -\sigma_0 \), \( 1_n' \) replaces \( 1_n \) in the Table I. “None” indicates that the mode exists, but has no cut-off.

For \( 0 < \sigma < \sigma_0 \) we have Table II. “N.P.” in Table II indicates that the mode is not propagated. For \(-\sigma_0 < \sigma < 0\) we have Table III. In this range of \( \sigma \) one has also the mode without classical analogue. For \( r_0 < u_1 \) this is cut-off at 3 and 201 and may have a second branch from 202 to 200. For \( r_0 > u_1 \) the second branch only exists.
II. Asymptotes, genesis of the modes and spot points

For $|\sigma| \to \infty$ there are asymptotic formulae:

For $\text{TE}_{1n}$-modes

$$\beta^2 \to \left(1 - \frac{u_n^2}{r_0^2}\right) \left(1 + \frac{\sigma}{\sigma^*}\right).$$  \hfill (55)

For $\text{TM}_{1n}$-modes

$$\beta^2 \to \left(1 - \frac{j_n^2}{r_0^2}\right) + \frac{\sigma}{\sigma^*}. \hfill (56)$$

For $|\sigma| > \sigma_0$, all modes have their origin in the points $\sigma = 1, \lambda_1 = 1$ or $\sigma = -1, \lambda_2 = -1$, where $\beta^2 \to \infty$. The variation of $\beta^2$ with $\sigma$ in the neighborhood of these points is described by the two expansions:

for $\sigma \sim 1$

$$\beta_n^2 = \frac{\sigma}{a_n + 1} \left[\frac{1}{\sigma - 1} + \frac{1 - a_n}{\sigma} + 2a_n^2 \frac{(2 - 1 + a_n^2)}{2} \right] + 0(\sigma - 1),$$  \hfill (57)

where

$$\frac{a_n}{a_n + 1} = \frac{x_n^2}{2r_0^2},$$

and

$$F(x_n) = 1 \quad \text{for } x_n > 0,$$

with the scheme

<table>
<thead>
<tr>
<th>$n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>etc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
<td>$\text{TE}_{11}$</td>
<td>$\text{TM}_{11}$</td>
<td>$\text{TE}_{12}$</td>
<td>$\text{TM}_{12}$</td>
<td>etc.</td>
</tr>
</tbody>
</table>
Table II

<table>
<thead>
<tr>
<th>Mode Radius</th>
<th>TE₉₁</th>
<th>TM₉₁</th>
<th>TE₉₂</th>
<th>TM₉₂</th>
<th>TE₉₃ etc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 &lt; r₀ &lt; u₁</td>
<td>N.P.</td>
<td>N.P.</td>
<td>N.P.</td>
<td>N.P.</td>
<td>N.P.</td>
</tr>
<tr>
<td>u₁ &lt; r₀ &lt; j₁</td>
<td>2₀'</td>
<td>2₁'</td>
<td>1₁'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>j₁ &lt; r₀ &lt; u₂</td>
<td></td>
<td>1₂'</td>
<td>2₂'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>u₂ &lt; r₀ &lt; j₂ etc.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

for σ ~ -1

\[ \beta_n^2 = \frac{p}{a_n + 1} \left[ \frac{1}{\sigma + 1} + \left\{ \frac{1 - a_n}{p} + \frac{2a_n^2}{y_n^2} \left( 1 - \frac{2}{p} \right) - \frac{a_n^2}{2} \right\} + 0(\sigma + 1) \right] \]  

(58)

where

\[ \frac{a_n}{a_n + 1} = \frac{y_n^2}{2r_0^2}, \]

and

\[ F(y_n) = -1, \]

with the same identification as above.

For σ > σ₀ a spot-point is given by \( I_n = (I_n) \) with
\[ \beta^2 = \lambda_1 = 1 + \frac{p}{1 + \sigma}, \]

and

\[ \frac{1 - \lambda_1^2}{1 - \sigma \lambda_1} = \frac{j_n^2}{r_0^2}, \] (59)

The identification scheme is again that shown above.

For \(-\sigma_0 < \sigma < 0\) an isolated identifiable point arises from \(I_n\)'-(\(I_n\)T which is expressible in inverse form by the relations

\[ \sigma = \frac{1 - \frac{r_0^2}{J_n^2}}{\beta^2} + \frac{r_0^2}{J_n^2} \beta^2 \quad \text{and} \]

\[ p = (\beta^2 - 1) \left[ 1 + \frac{r_0^2}{J_n^2} \beta^2 + \frac{1 - \frac{r_0^2}{J_n^2}}{\beta^2} \right] \] (60)

for

\[ 1 - \frac{J_n^2}{r_0^2} < \beta^2 < \sqrt{1 - \frac{J_n^2}{r_0^2}}. \]

The identification of the modes with \(n\) proceeds as in the earlier parts of this section.

III. Small \(p\).

To order \(p^2\) there exist the following expansions for \(\beta^2\): for the \(TE_{1n}\)-mode

\[ \beta^2 = \beta_0^2 + \frac{\beta_0^2}{1 - \sigma^2} \left[ \frac{2}{u_n^2 - 1} - \sigma \right] p + \frac{2\beta_0^2}{(1 - \sigma^2)^2} \]

\[ \frac{\beta_0^2}{(u_n^2 - 1)^2} + \frac{5 + 5u_n^2 - 2u_n^4}{4(u_n^2 - 1)} \]

\[ \frac{\beta_0^2}{(\beta_0^2 - 1)(1 - u_n^2)} \] \(p^2\ldots, \) (61)

where

\[ \beta_0^2 = 1 - \frac{u_n^2}{r_0^2}. \]

For the \(TM_{1n}\)-modes

\[ \beta^2 = \beta_0^2 - \frac{\sigma}{1 - \sigma^2} p + \frac{1}{(1 - \sigma^2)^2} \frac{3\beta_0^2 - 2}{2(1 - \beta_0^2)} \] \(p^2\ldots, \) (62)
The radius of convergence of these series is not known. It is clear that it will depend on \( \sigma \) and will become smaller as \( \sigma^2 \to 1 \).

4.2. The Plasma (\( \rho_H = 0, \nu_H = 1 \)). The characteristic equation (26) may now be written

\[
\frac{1}{\chi_1^2} [\lambda_1 F_n(\chi_1 r_0) - n] = \frac{1}{\chi_2^2} [\lambda_2 F_n(\chi_2 r_0) - n],
\]

where (in contrast with the ferrite case) \( \lambda_{1,2} = \beta \Lambda_{1,2} \). The \( \lambda \) satisfy

\[
\lambda_{1,2}^2 - \left( \frac{\nu_E - 1}{\rho_E} \right) (1 - \beta^2/\nu_E) - \nu_E \rho_E^2 \lambda_{1,2} - \beta^2 = 0,
\]

and the \( \chi \)'s are given by

\[
\chi_{1,2}^2 = (1 - \beta^2/\nu_E) - \rho_E \lambda_{1,2}
\]

From the equations for \( \rho_E \) and \( \nu_E \) in terms of \( \sigma, q \) given in Section 2, equation (64) may be written

\[
\lambda_{1,2}^2 - \left( \frac{\sigma}{1 - q^2} - \sigma \beta^2 \right) \lambda_{1,2} - \beta^2 = 0,
\]

or

\[
\lambda_1 \lambda_2 = -\beta^2 \quad (67a)
\]

\[
\lambda_1 + \lambda_2 = \frac{\sigma}{1 - q^2} - \sigma \beta^2,
\]

\[
= \frac{\sigma}{1 - q^2} + \sigma \lambda_1 \lambda_2. \quad (67b)
\]

Elimination of \( \beta^2 \) between equations (64) and (65) enables us to express \( \chi_{1,2}^2 \) solely in terms of \( \lambda_{1,2}, \rho_E \) and \( \nu_E \):

\[
\chi_{1,2}^2 = \frac{1 - \lambda_{1,2}^2}{1 - \frac{1 - \nu_E}{\rho_E} \lambda_{1,2}},
\]

which, from the plasma formulae for \( \rho_E, \nu_E \), can be written

\[
\chi_{1,2}^2 = \frac{1 - \lambda_{1,2}^2}{1 - \sigma \lambda_{1,2}}.
\]
With these expressions for the $\chi$, the characteristic equation (63) takes the form

$$H(\lambda_1, \sigma, r_0) = H(\lambda_2, \sigma, r_0),$$

where

$$H(\lambda, \sigma, r_0) = \frac{1 - \sigma\lambda}{1 - \lambda^2} \left[ \lambda F_n \left( r_0 \sqrt{\frac{1 - \lambda^2}{1 - \sigma\lambda}} - n \right) \right]. \quad (69)$$

For given $\sigma$, and $q$, equations (67b) and (69) are simultaneous equations for $\lambda_1$, $\lambda_2$. When $\lambda_1$, $\lambda_2$ have been found, $\beta^2 = -\lambda_1\lambda_2$ is known. Since $\beta^2$ must be positive, $\lambda_1$, $\lambda_2$ must have opposite signs. As in the ferrite, the convention $\lambda_1 > 0$, $\lambda_2 < 0$ will be adopted. Equation (67b) will hereafter be called the plasma relation. The transformation

$$\lambda_1 \rightarrow -\lambda_2, \quad \lambda_2 \rightarrow -\lambda_1, \quad \sigma \rightarrow -\sigma$$

leaves the plasma relation unchanged and changes $n$ to $-n$ in the $H$-equation. As more fully explained in connection with the ferrite section, it is therefore necessary to consider positive $n$ only if $\sigma$ is allowed to take on negative as well as positive values. As before, only the first azimuthal mode number ($n = \pm 1$) is considered in this paper.

The method of analysis is the same as that used for the ferrite. Here we shall only sketch the most important steps; the reader will have no difficulty in completing the analysis by referring to Section 4.11. For fixed $r_0$, a contour map of $H$ is drawn in the $\lambda$, $\sigma$ plane (see Fig. 16 drawn for $r_0 \sim 2.2$). The gross features of this map are determined by the lines $H = 0$, $H = \pm \infty$. For greater detail recourse is had to the lines $\frac{1 - \lambda^2}{1 - \sigma\lambda} = \text{constant}$, along which values of $H$ are readily generated.

Further help is obtained from a knowledge of the location of the saddle point of $H$. The infinity curves are given by the same formulae as for the ferrite, except that the line $\lambda = 0$ is no longer an infinity line: along $\lambda = 0$, $H = -1$. Zero curves are given by

$$\sigma = \frac{1}{\lambda} - \frac{\nu_0^2(1 - \lambda^2)}{\lambda[F^{-1}(\lambda^{-1})]^2}.$$  

The branches of $\sigma\lambda = 1$ are also zero curves in the same restricted sense as for the $G$ function. In the same notation as for the ferrite, all $I_n$ curves pass through $\sigma = 1$, $\lambda = 1$; all $I_n'$ curves through $-1$, $-1$. The same is true for all $0_n$, $0_n'$ curves ($n > 0$). The only exception is denoted by $0_0'$, it arises from that branch of $F^{-1}$ along which $F^{-1}(1) = 0$. 

Fig. 16 — The division of the $\lambda - \sigma$ plane into regions of positive and negative $H$ by the first few $O$ and $I$ curves. Dotted regions are positive. Cross-hatched regions contain the higher $O$ and $I$ curves.

Along all lines, $\sigma = \lambda c + d$, $H$ tends to infinity except when $c = r_0^2/u_n^2$ (the slopes of the linear asymptotes of $O$ curves). Along $\sigma = \frac{r_0^2}{u_n^2} \lambda + d$, $H$ tends to a value depending on $d$. More about the general behavior of $H$ can be derived by means entirely analogous to those employed in the study of $G$. 
λ-pairs determined from the $H$-diagram do not necessarily solve the problem, since for a fixed $q$, they may not satisfy the plasma relation (67b). To take it into account, we interpret it as a transformation of the whole of the second quadrant onto part of the first, and of the whole fourth quadrant on part of the third. Writing (67b) in the form

$$\lambda_1 = \frac{1}{\sigma} + \frac{1}{\frac{1}{\sigma} - q^2} = T(\lambda_2),$$

we see that the curves $\lambda_2 = \text{const.}$ transform into a bundle of hyperbola passing through the intersection of $\sigma^2 = 1 - q^2$ with $\sigma = 1/\lambda$, that is, through

$$\lambda_{10} = \frac{1}{\sqrt{1 - q^2}}, \quad \sigma_0 = \sqrt{1 - q^2}.$$

These hyperbolae have vertical asymptotes $\lambda_1 = -\frac{1}{\lambda_2}$, and cut the line $\sigma = 0$ in $-\lambda_2$. For a fixed positive $\sigma < \sigma_0$, $\lambda_1$ decreases from $1/\sigma$ to $\sigma/(1 - q^2)$ as $\lambda_2$ increases from $-\infty$ to 0, but, when $\sigma > \sigma_0$, $\lambda_1$ increases from $1/\sigma$ to $\sigma/(1 - q^2)$. Thus the second quadrant transforms into the region between $\sigma = \lambda(1 - q^2)$ and $\sigma = 1/\lambda$ in the first quadrant. Similarly, the inverse transformation $\lambda_2 = T(\lambda_1)$ transforms the fourth quadrant into the region between $\sigma = \lambda(1 - q^2)$ and $\sigma = 1/\lambda$ in the third quadrant. Points outside these regions cannot be site of acceptable solutions of the $H$ equation. In order to locate acceptable solutions, the $H = \text{equation}$ is now written in the form

$$H(\lambda_1, \sigma, r_0) = H(T(\lambda_1), \sigma, r_0)$$

when $\sigma > 0$, and in the form

$$H(\lambda_2, \sigma, r_0) = H(T(\lambda_2), \sigma, r_0)$$

when $\sigma < 0$. These equations represent the curves of intersection of the $H$-surfaces. Along each such curve, both $H$-equation and plasma relation are satisfied. Their projections onto the first (or third) quadrant give $\lambda_1$ (or $\lambda_2$) as a function of $\sigma$, and hence $\lambda_2$ (or $\lambda_1$) from the plasma relation. Thus $\beta^2 = -\lambda_1\lambda_2$ is known along each solution curve. The rough locating of the solution curves, and the establishment of precise analytical formulae near special points on them proceeds in complete analogy with the ferrite case. Here we shall consider only the radius $r_0 \sim 2.2$, as typical of radii large enough to permit propagation of the TE$_{11}$ mode.
through the unmagnetized plasma, but too small to admit higher modes. The solution curves for \( r_0 \sim 2.2 \) are indicated roughly in Fig. 17.

In the first quadrant, for \( \sigma > \sigma_0 \), a solution curve starts at \( \lambda_1 = 1 \), \( \sigma = 1 \), passes through the intersection of \( I_1 \), \((I_1')_T\) and proceeds to infinity as indicated. The formulae in Section 4.21 describe the corresponding curve near \( \sigma = 1 \), and at \( \sigma \to \infty \), showing that the solution
curve describes the TE_{11}-limit mode. Incipient modes also exist, just as in the ferrite; their end-points on \( \sigma = (1 - q^2)\lambda_1 \) (or, briefly, on \( (\lambda_2 = 0)\) ) are now the points for which \( H(\lambda_1, \sigma) = -1 \) and, simultaneously, \( \sigma = (1 - q^2)\lambda_1 \).

Below \( \sigma_0 \), there is only one solution curve for \( r_0 \approx 2.2 \). It begins at \( \sigma = 0, \lambda_1 = \beta_{iso} (= -\lambda_2 \) by the plasma relation), where \( \beta_{iso} \) is the propagation constant of the TE_{11} mode in the unmagnetized plasma. (In contrast with the ferrite, the plasma becomes isotropic as \( \sigma \to 0 \).) It is cut off at the intersection of the contour \( H(\lambda_1, \sigma) = -1 \) in that region with \( (\lambda_2 = 0)\). At that point \( \beta^2 = 0 \) and \( \sigma \) is best stated, thus:

\[
\sigma = (1 - q^2) \sqrt{(1 + y^2)/(1 + (1 - q^2)y^2)},
\]

where \( y \) is the (unique) real root of

\[
F(jy\sigma_0) = \sqrt{(1 + y^2)[1 + (1 - q^2)y^2]}.
\]

Alternatively these two equations may (by varying \( y \)) be used to generate \( r_0 \)'s and the corresponding cut-off values of \( \sigma \). Of course, the two equations are merely a re-statement of the equations \( H(\lambda_1, \sigma) = -1, \sigma = \lambda_1(1 - q^2) \), heed being paid to the fact that the argument of \( F \) is imaginary in the region considered for the radius under discussion.

In the third quadrant for \( \sigma < -\sigma_0 \), we also find the TE_{11}-limit mode. Its solution curve begins at \( \lambda_2 = -1, \sigma = -1 \), and proceeds to \( \sigma = -\infty \) without passing through any easily computed intersections of \( I \) curves. Formulae pertaining to the TE_{11} mode in this range are stated in Section 4.22. Again the incipient modes are found in their usual region. For \( 0 > \sigma > -\sigma_0 \), the solution curve corresponding to the TE_{11} mode begins at \( \sigma = 0, \lambda_2 = -\beta_{iso}(= -\lambda_1) \) and is cut off at the intersection of \( H(\lambda_2, \sigma) = -1 \) with \( \lambda_2(1 - q^2) = \sigma \) (or \( (\lambda_1 = 0)\) ). At that point \( \beta^2 = 0 \), and \( \sigma \) is given by

\[
\sigma = -(1 - q^2) \sqrt{(1 - y^2)/(1 - (1 - q^2)y^2)},
\]

where \( y \) is the least real root of

\[
F(r_0y) = -\sqrt{(1 - y^2)[1 - (1 - q^2)y^2]}.
\]

Alternatively, this equation can be used to generate \( r_0 \), and the associated \( \sigma \), if \( y \) is regarded as a parameter, which for \( u_1 < r_0 < j_1 \) is between zero and unity.

At a fixed \( r_0 \) the higher roots of the last equation with sign reversed and the corresponding \( \sigma \) are associated with the cut-offs of the incipient
modes in the lower half plane. Similarly the real roots of

\[ F(r_0 y) = -\sqrt{(1 - y^2)}[1 - (1 - q^2)y^2], \]

and the corresponding

\[ \sigma = \pm (1 - q^2) \sqrt{(1 - y^2)}/[1 - (1 - q^2)y^2], \]

are associated with the cut-offs of the incipient modes in the upper half-plane. These equations have been solved for the TE_{11} mode and their solutions shown in Figs. 18(a) and 18(b).

4.21. *Some formulae relating to the plasma (chiefly for TE-modes).*

The formulas given here employ dimensionless variables (Section 3) except where otherwise stated.

*Approximations for extreme values of \( \sigma \) or \( q^2 \)

(a) small \( \sigma \), \( q^2 \) not near unity

\[ \text{TE}_{1m} \text{ mode:} \]

\[ \beta^2 = \beta_m^2 + A_m \sigma + B_m \sigma^2 + \cdots \]  

(70)
where

$$\beta_m^2 = 1 - \frac{u_m^2}{r_0^2},$$

$$A_m = \frac{2q^2}{u_m^2 - 1} \frac{1}{1 - q^2},$$

and

$$B_m = -\frac{q^2}{(1 - q^2)^2} \left[ 1 + \frac{q^2}{u_m^2 - 1} \left( \frac{1}{2u_m^2} - 1 \right) \beta_m^2 + \frac{4}{(u_m^2 - 1)^2} \left( 1 - \frac{1}{2u_m^2} \right) \right].$$

TM modes show no first order variation with \( \sigma \).

(b) small \( q^2 \), \( \sigma^2 \) not near unity. Here \( \beta_a \) and \( r_a \) are the actual propagation constant and radius, without scaling factors:

TE\(_{1m}\) mode:

$$\beta_a^2 = (1 - q^2)\omega^2 \mu_0 \varepsilon_0 - \frac{u_m^2}{r_a^2}$$

$$+ \frac{\omega^2 \varepsilon_0 \mu_0}{1 - \sigma^2} \left( \frac{2}{u_m^2 - 1} - 1 \right) + O(q^4).$$

TM\(_{1m}\) modes:

$$\beta_a^2 = (1 - q^2)\omega^2 \mu_0 \varepsilon_0 - \frac{j_m^2}{r_0^2} - \frac{\omega^2 \varepsilon_0 \mu_0}{1 - \sigma^2} \left( 1 - \frac{j_m^2}{\omega^2 \mu_0 \varepsilon_0 r_a^2} \right).$$

(c) Approximation for large \( \sigma \); \( q^2 \) not near unity.

TE\(_{1m}\) mode:

$$\beta^2 = \frac{1}{1 - q^2} - \frac{u_m^2}{r_0^2} - \frac{2q^2}{\sigma(1 - q^2)} \frac{1}{u_m^2 - 1}.$$  (73)

All formulae in (a), (b), (c) apply to both positive and negative \( \sigma \) (right and left circular waves). Formulae 70 and 73 show that the first order changes in \( \beta^2 \), whether due to very large or very small \( \sigma \), have coefficients that differ only in sign.

The TE\(_{11}\) mode near resonance \((q^2 < 1)\)

Near \( \sigma = +1 \),

$$\beta^2 = -\frac{q^2}{1 - q^2} \left( \frac{j_1^2}{2r_0^2} - 1 \right)$$

(74)
Near $\sigma = -1$,

$$\beta^2 = \frac{-q^2}{1 - q^2} \frac{1}{1 + \sigma}. \tag{75}$$

**Cut-off of the TE_{11} mode** ($q^2 < 1$) ($u_1 < r_0 < j_1$)

$\sigma$ positive:

$$\beta^2 = 0; \quad \sigma = (1 - q^2) \sqrt{(1 + y^2)/(1 + (1 - q^2)y^2)}, \tag{76}$$

where $y$ is the only real root or the smallest imaginary root of

$$F(j_{\rho y}) = \sqrt{(1 + y^2)[1 + (1 - q^2)y^2]}.$$

$\sigma$ negative:

$$\beta^2 = 0; \quad \sigma = -(1 - q^2) \sqrt{(1 - y^2)/(1 - (1 - q^2)y^2)}, \tag{77}$$

where $y$ is the smallest real root of

$$F(r_{\rho y}) = -\sqrt{(1 - y^2)[1 - (1 - q^2)y^2]}.$$

(See section 4.2 for further explanation).

**APPENDIX I. THE F-FUNCTION**

The function $F(x)$ has been defined by the equation

$$F(x) = x \frac{J_1'(x)}{J_1(x)}. \tag{78}$$

Using the infinite product for $J_1(x)$ and differentiating logarithmically one finds

$$F(x) = 1 - 2 \sum_{n=1}^{\infty} \frac{x^2}{j_n^2 - x^2}, \tag{78}$$

where $J_1(j_n) = 0$. Near one of its poles, $j_n$, $F(x)$ behaves as $j_n/(x - j_n)$.

It is also useful to know the form of $F(x)$ near one of its zeros, $u_n$, which are also zeros of $J_1'(x)$. Such an expansion may conveniently be found by using the Ricatti equation satisfied by $F(x)$, which is

$$x \frac{dF}{dx} = 1 - x^2 - F^2. \tag{79}$$

The expansion near $u_n$ is then

$$F(u_n + y) = y \left[ \frac{1}{u_n} - u_n \right] - \frac{y^2}{2} \left[ \frac{1}{u_n^2} + 1 \right] + \text{higher terms.} \tag{80}$$
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Equation Number & Asymptote & Polder Transform of Asymptote & Range of Validity \\
\hline
83 & \( \sigma = -g \left[ \lambda + P \left( \frac{r_0}{\sqrt{-g}} \right) \right] \) & \( \lambda = \frac{1 + g}{\sigma} + O \left( \frac{1}{\sigma^2} \right) \) & \( \sigma \) large, \( g \) finite and not equal to zero or \(-r_0^2/j_n^2\) \\
84 & \( \sigma = \frac{r_0^2}{j_n^2} \left( \lambda - \frac{2}{1 + \frac{j_n^2}{r_0^2} g} \right) \) \( n = 1, 2, 3 \ldots \) & Not required & \( \sigma \) large, \( g \) unrestricted \\
85 & \( \sigma = \frac{1}{\lambda} + \frac{g^2}{r_0^2} \lambda \) & Not required & Large \( \sigma \) \\
& & & Small \( \lambda \) \\
& & & \( g > 0 \) for \( \lambda < 0 \) \\
& & & \( g < 0 \) for \( \lambda > 0 \) \\
& & & \( g \) finite \\
86 & \( \sigma = \left( 1 - \frac{r_0^2}{u_n^2} \right) \frac{1}{\lambda} + \frac{2 \left( 1 + \frac{u_n^2}{r_0^2} g \right)}{1 - u_n^2} \frac{r_0^2}{u_n^3} \) \( n = 1, 2, 3 \ldots \) & \( \sigma = \lambda \frac{r_0^2}{u_n^2} - p - \frac{2 \left( 1 + \frac{u_n^2}{r_0^2} g \right)}{u_n(1 - u_n^2)} \left( 1 - \frac{r_0^2}{u_n^3} \right) \) & \( \sigma \) large \\
& & & \( g \) finite \\
\hline
\end{tabular}
\caption{Table IV}
\end{table}
The equation may also be used to furnish an expansion near \( x = 0 \). This is

\[
F(x) = 1 - \frac{x^2}{4} - \frac{x^4}{96} + \text{higher terms.} \tag{81}
\]

Finally, putting \( x = jy \), one finds from Eq. (79) for large \( y \)

\[
F(jy) = y - \frac{1}{2} + \frac{3}{8} \frac{1}{y} + \text{higher terms.} \tag{82}
\]

APPENDIX II. INFORMATION PERTAINING TO THE CONSTRUCTION OF \( G \)-DIAGRAMS

The accurate construction of the contours \( G = \text{const.} \) is conveniently based on the contours \( (1 - \lambda^2)/(1 - \alpha \lambda) = \text{const.} \) along any one of which \( G \) is a function of \( \lambda \) alone. These contours are shown in Fig. 4. Their asymptotic properties are almost self-evident.

The curves \( G = g = \text{const.} \) have various asymptotes. These, together with their range of validity, and their Polder transforms where needed are stated in Table IV.

The formulas given in Table IV show that the curves \( G = \text{const.} \) generally have two kinds of asymptotes; linear and hyperbolic. Formula (83) shows the behavior of \( G \) along a line of constant finite slope unequal to \( r_0^2/j_n^2 \), the asymptotic slope of the \( I_n \) curves. Parallel to a line of slope \( r_0^2/j_n^2 \) all \( G \) contours must be found, not just the restricted range given by the first formula. Writing \( \sigma = (r_0^2/j_n^2) \lambda + x \) in the equation \( G = g \), and expanding \( F \) near its pole \( j_n \), we find \( x \) in terms of \( g \) and obtain (84) which holds for all \( g \), from \( -\infty \) to \( +\infty \). When \( g = 0 \) it also gives the linear asymptotes of \( 0_n, 0'_n \) curves except \( 0_0 \), as is readily verified from the equation

\[
\sigma = \frac{1}{\lambda} - \frac{r_0^2(1 - \lambda^2)}{\lambda[I^{2-1}(\lambda)]^2},
\]

for the zero curves.

Formula (85) shows how the \( G \)-contours tend towards \( \sigma \lambda = 1 \) from the side \( \sigma \lambda > 1 \) as \( \lambda \to 0 \).

Formula (86) relates the asymptotic behavior of the curves \( G = g \) to the zero curves, \( g = 0 \), for small \( \lambda \). All \( G \) curves approach zero curves arbitrarily closely as \( \lambda \to 0 \). The only exceptions are the infinity curves whose form near \( \lambda = 0 \) is

\[
\sigma = \frac{1}{\lambda} \left( 1 - \frac{r_0^2}{j_n^2} \right).
\]
When \( r_0 = u_{n+1} \), the \( 0_n \) curve merges with the \( 0'_n \) curve at

\[
\sigma = \frac{-2}{(u_{n+1}^2 - 1)} \frac{r_0^2}{u_{n+1}^3}.
\]

Similarly all of the contours \( G = g \) of the sheet to which \( 0_n \) belongs merge with the corresponding \( G = g \) of the sheet to which \( 0'_n \) belongs, at

\[
\sigma = \frac{-2(1+g)}{(u_{n+1}^2 - 1)} \frac{r_0^2}{u_{n+1}^3}.
\] (88)

These remarks apply to all \( 0_n, 0'_n \) curves, \( 0_0 \) included.

The \( 0_0 \)-curve, for large \( \lambda \), behaves as

\[
\sigma = \frac{1 - r_0^2}{\lambda},
\]

and so tends to \( \sigma \) from above for \( r_0 < 1 \) and from below when \( r_0 > 1 \). (In fact, for \( r_0 < 1 \), \( 0_0 \) lies wholly in the first quadrant; when \( u_1 > r_0 > 1 \), \( 0_0 \) cuts \( \sigma = 0 \) once.)

The saddle points of \( G \) are most easily found by considering \( G \) in the coordinate net formed by the curves \( x^2 = \text{const.} \) and \( \lambda = \text{const.} \). At a saddle point

\[
\frac{\partial G}{\partial x} = \frac{\partial}{\partial x} \left[ \frac{1}{\lambda} \left( \frac{1}{\lambda} F(r_0x) - 1 \right) \right] = 0
\]

and simultaneously

\[
\frac{\partial G}{\partial \lambda} = 0
\]

The only saddle points that might be missed in this way are points at which the two derivatives are not independent, that is points where the \( x^2 \) contours have vertical tangents, and it is easily verified that no saddle points exist there.

Proceeding with the differentiations, we find that \( \frac{\partial G}{\partial \lambda} = 0 \) gives

\[
F(r_0x) = 0
\]

or

\[
r_0x = u_n
\] (89)

and so \( \frac{\partial G}{\partial x} = 0 \) gives

\[
\frac{2}{\lambda} + \frac{r_0}{\lambda} F'(u_n) = 0
\]
or

\[ \lambda_{ns} = \frac{u_n^2 - 1}{2} \quad (90) \]

The corresponding \( \sigma_{ns} \) are given by

\[ \frac{1 - \lambda_{ns}^2}{1 - \sigma_{ns}\lambda_{ns}} = \frac{u_n^2}{\rho^2} \quad (91) \]

and are all positive. Thus all saddle points lie in the first quadrant. At a saddle point \( G = -\rho^2 / u_n^2 \) and therefore it is the intersection of two contours \( G = -\rho^2 / u_n^2 \). For \( n > 1 \), one of these obeys the asymptotic formula (83), the other is asymptotic to \( I_n \) and \( I_{n-1} \) (see Fig. 5), and obeys (84), with \( n \) and \( n - 1 \), near those curves. For \( n = 1 \), one of them still follows formula (83), but the two “arms” of the other are asymptotic to \( \sigma = 1/\lambda \) and \( I_1 \), and so follow (85) and (84) with \( n = 1 \) respectively.

Three further facts useful in the construction of \( G \)-diagrams are:

Along a curve \( \frac{1 - \lambda^2}{1 - \sigma\lambda} = \frac{u_n^2}{\rho^2} \), \( G \) equals \( -\frac{\rho^2}{u_n^2} \); thus the zero curves of \( F \) are contours of constant \( G \).

Along \( \lambda = +1 \),

\[ G = \frac{1 - \sigma}{2} - \frac{\rho^2}{4}. \quad (92) \]

As \( \sigma, \lambda \to 1 \) along \( (\sigma - 1) = \alpha (\lambda - 1) \);

\[ G \to \frac{\alpha + 1}{2} \left[ F \left( \rho \sqrt{\frac{2}{\alpha + 1}} \right) - 1 \right] \quad (93) \]

As \( \sigma, \lambda \to -1 \) along \( (\sigma + 1) = \alpha (\lambda + 1) \);

\[ G \to -\frac{\alpha + 1}{2} \left[ F \left( \rho \sqrt{\frac{2}{\alpha + 1}} \right) + 1 \right] \]

As for \( G(T(\lambda), \sigma, \rho) \) we have, in addition to the asymptotic formulas in the table:

\[ I_\rho \] transforms into \( 1 + \frac{p}{\sigma + 1} \).

The intersection of \( (I_n)_{\sigma} \) or \( (I_{\sigma'})_{\tau} \) with \( \sigma = 0 \) is given by

\[ \lambda_{1,2} = p \pm \sqrt{1 - \frac{j_n^2}{\rho^2}}. \]
APPENDIX II. THE FIELD COMPONENTS

The field components are given here for the ferrite and for the plasma. They are normalized in such a way that \( E_z \) takes a simple form. It should be noted that the \( \lambda_s \)'s appearing in these equations are those defined in Secs. 4.11 and 4.2 for the ferrite and plasma respectively and have a different significance in the two cases.

We write

\[
A_1(r) = \frac{J_n(\chi_1 r)}{J_n(\chi_1 r_0)} \quad \quad A_2(r) = \frac{J_n(\chi_2 r)}{J_n(\chi_2 r_0)}
\]

Then, for the ferrite,

\[
E_z = [A_1(r) - A_2(r)] e^{j\theta},
\]

\[
E_r = -j\beta \left[ \frac{A_1(r)}{r} \frac{1}{\chi_1^2} \left\{ F_n(\chi_1 r) - \frac{n}{\lambda_1} \right\} - \frac{A_2(r)}{r} \frac{1}{\chi_2^2} \left\{ F_n(\chi_2 r) - \frac{n}{\lambda_2} \right\} \right] e^{j\theta},
\]

\[
E_\theta = -\beta \left[ \frac{1}{\lambda_1} A_1(r) - \frac{1}{\lambda_2} A_2(r) \right] e^{j\theta},
\]

\[
H_z = j\beta \left[ \frac{1}{\lambda_1} A_1(r) - \frac{1}{\lambda_2} A_2(r) \right] e^{j\theta},
\]

\[
H_r = \left[ \frac{A_1(r)}{r} \frac{1}{\chi_1^2} \left\{ n - \frac{1 - \chi_1^2}{\lambda_1} F_n(\chi_1 r) \right\} \right.
\]

\[
\left. - \frac{A_2(r)}{r} \frac{1}{\chi_2^2} \left\{ n - \frac{1 - \chi_2^2}{\lambda_2} F_n(\chi_2 r) \right\} \right] e^{j\theta}, \text{ and}
\]

\[
H_\theta = -j \left[ \frac{A_1(r)}{r} \frac{1}{\chi_1^2} \left\{ F_n(\chi_1 r) - \frac{n}{\lambda_1} (1 - \chi_1^2) \right\} \right.
\]

\[
\left. - \frac{A_2(r)}{r} \frac{1}{\chi_2^2} \left\{ F_n(\chi_2 r) - \frac{n}{\lambda_2} (1 - \chi_2^2) \right\} \right] e^{j\theta}
\]

and, for the plasma,

\[
E_z = [A_1(r) - A_2(r)] e^{j\theta},
\]

\[
E_r = - \frac{j}{\beta} \left[ \frac{A_1(r)}{r} \frac{1}{\chi_1^2} \left\{ (1 - \chi_1^2) F_n(\chi_1 r) + n \lambda_1 \right\} \right.
\]

\[
\left. - \frac{A_2(r)}{r} \frac{1}{\chi_2^2} \left\{ (1 - \chi_2^2) F_n(\chi_2 r) + n \lambda_2 \right\} \right] e^{j\theta},
\]
\[ E_\theta = \left[ \frac{A_1(r)}{r} \frac{1}{\chi_1^2} \{ \lambda_1 F_n(\chi_1 r) + n(1 - \chi_1^2) \} \right. \]
\[ \left. - \frac{A_2(r)}{r} \frac{1}{\chi_2^2} \{ \lambda_2 F_n(\chi_2 r) + n(1 - \chi_2^2) \} \right] e^{in_\theta}, \]
\[ H_\phi = - \frac{j}{\beta} [\lambda_1 A_1(r) - \lambda_2 A_2(r)] e^{in_\theta}, \]
\[ H_r = - \left[ \frac{A_1(r)}{r} \frac{1}{\chi_1^2} \{ \lambda_1 F_n(\chi_1 r) + n \} - \frac{A_2(r)}{r} \frac{1}{\chi_2^2} \{ \lambda_2 F_n(\chi_2 r) + n \} \right] e^{in_\theta}, \]
and
\[ H_\theta = -j \left[ \frac{A_1(r)}{r} \frac{1}{\chi_1^2} \{ F_n(\chi_1 r) + n\lambda_1 \} - \frac{A_2(r)}{r} \frac{1}{\chi_2^2} \{ F_n(\chi_2 r) + n\lambda_2 \} \right] e^{in_\theta}. \]
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Some theory describing the behavior of two coupled waves is presented, and it is shown that this theory applies to coupled transmission lines. A loose-coupling theory, applicable when very little power is transferred between the coupled waves, shows how to taper the coupling distribution to minimize the length of the coupling region. A tight-coupling theory, applicable when the coupling is uniform along the direction of wave propagation, shows that a periodic exchange of energy between coupled waves takes place provided that the attenuation and phase constants ($\alpha$ and $\beta$ respectively) are both equal, or provided that the phase constants are equal and the difference between the attenuation constants ($\alpha_1 - \alpha_2$) is small compared to the coefficient of coupling $c$. Either $(\alpha_1 - \alpha_2)/c$ or $(\beta_1 - \beta_2)/c$ being large compared to unity is sufficient to prevent appreciable energy exchange between the coupled waves. Experimental work has confirmed the theory. Applications include highly efficient pure-mode transducers in multi-mode systems, and frequency-selective filters.

INTRODUCTION

This paper describes some theoretical relations in coupled transmission lines, and the use of coupled lines as circuit elements. In order to illustrate the points of interest in the theoretical material, several applications will be stated first. Detailed discussion of experimental models will be given after the theoretical sections.

The theory of coupled transmission lines may be used to determine many properties of a multi-mode transmission system in which there is distributed coupling between modes. In round pipe, for example, the individual modes of propagation can be considered as separate transmission lines which in the perfect waveguide are completely independent. Geometric imperfections in the waveguide, if distributed over many wavelengths, cause a transfer of power between modes which in general
form is predicted by coupled transmission line theory. As a consequence, analysis of the mode-conversion effects associated with circular-electric-wave transmission in commercial round pipe has been aided materially by applying the coupled-transmission-line concept. In another problem, the transmission of the circular-electric waves through bends, the coupled-wave theory of subsequent sections has also provided valuable insight.

Coupled transmission lines can be employed as circuit elements to exchange power between one mode of a multi-mode line and a designated mode of another transmission line. Consider Fig. 1, which shows a rectangular waveguide having entries 1 and 2 coupled through a series of apertures to a parallel round waveguide having entries 3 and 4. The rectangular guide may be made single mode for convenience, and for the configuration shown may be made to couple to any TE mode of the round guide. Input power at entry 1 may be transferred in whole or in part to the selected mode at entry 4, the remaining portion of the power appearing at entry 2. Very little power in any mode will appear at entry 3 for excitation at 1, and very little power in undesired modes will appear at entry 4. Thus the structure has the hybrid property in addition to being mode selective. A matched impedance is presented at all entries to all modes over a very broad frequency band.

Recently, coupled transmission lines have found use as input and output circuits for travelling-wave tubes. In this instance a helical input (or output) line was electromagnetically coupled to the travelling-wave-tube helix, with conditions adjusted for complete energy transfer between the helices. The result is an input-output circuit requiring no metallic connection to the tube helix and requiring no connection through

![Fig. 1 — Coupled transmission line transducer.](image-url)
the vacuum seal. R. Kompfner conceived this form of connection to travelling-wave tubes while working with the Admiralty in England, and demonstrated the usefulness of the idea here at the Laboratories. Similar work was done by the group at the Electronics Research Laboratory at Stanford University, and was described by S. T. Kaisel at the August, 1953, West Coast I.R.E. Convention. Both groups requested pre-publication copies of this paper for use in their research.

LOOSE COUPLING THEORY

On the assumption that negligible power is abstracted from the driven line of two coupled transmission lines, the magnitude and mode content of the forward and backward waves in the side line may be written. With reference to Fig. 2, there is assumed coupling between two uniform lines in the interval $-L/2$ to $+L/2$ along the axis of propagation, and no coupling elsewhere. On the basis of loose coupling a normalized voltage wave on line 2 may be written

$$E_2 = 1.0e^{-i(2\pi/\lambda_2)(x+L/2)}$$

in which the phase reference is taken as $x = -L/2$. The forward current $I_f$ in the side line at the point $x = L/2$ is

$$I_f = KFM \int_{L/2}^{L} \phi(x)e^{i2\pi (1/\lambda_1-1/\lambda_2)x} \, dx,$$

where

$$F = e^{-i\pi L (1/\lambda_1 + 1/\lambda_2)}.$$

$\phi(x) = a$ coupling function. More precisely, $1/\phi(x)$ is the ratio of the voltage on line 2, $E_2(x)$, to the equivalent voltage generator in series with line 1 at $x$

$K = \text{fraction of the transferred current which travels in the forward direction.}$

$M = \text{the transfer constant for the various modes which can propagate, relative to the mode for which } \phi(x) \text{ is defined.}$ The backward current $I_b$ at the point $x = -L/2$ is

$$I_b = (1 - K)FM \int_{-L/2}^{L/2} \phi(x)e^{-i2\pi (1/\lambda_1 + 1/\lambda_2)x} \, dx.$$
If the coupling mechanism is non-directive (sending equal waves forward and backward) and has the same value for all modes, then $K = \frac{1}{2}$ and $M = 1.0$. For simplicity these values are assumed in writing the remainder of the expressions. However, the theory is applicable if the coupling mechanism is mode selective and/or directive provided that these properties do not change over the length of the coupling interval.

The mode discriminating property of the coupled lines is the ratio of the forward current for $\lambda_1 = \lambda_2$ to the forward current for $\lambda_1 \neq \lambda_2$. This ratio is

$$\text{Discrimination} = \frac{|I_f (\lambda_1 = \lambda_2)|}{|I_f (\lambda_1 \neq \lambda_2)|} = \frac{\int_{-L/2}^{L/2} \phi(x) \, dx}{\int_{-L/2}^{L/2} \phi(x)e^{i\theta x} \, dx},$$

where $\theta = \pi L (1/\lambda_1 - 1/\lambda_2) = L(\beta_1 - \beta_2)/2$ and the $\beta$'s are the phase constants of the two transmission lines.

The directivity of the coupling arrangement is defined as the ratio of the forward current for $\lambda_1 = \lambda_2$ to the backward current; this ratio is also given by equation (4) provided

$$\theta = -\pi L \left( \frac{1}{\lambda_1} + \frac{1}{\lambda_2} \right) = -\frac{L}{2} (\beta_1 + \beta_2).$$

Thus, in the loose coupling case, the critical performance characteristics are given by the discrimination function, equation (4), for appropriate values of the parameter $\theta$.

![Fig. 2 — Schematic of coupled transmission lines.](image-url)
A simplified example will illustrate the application of these relations. Suppose the coupling function \( \phi(x) \) is constant in the interval \(-L/2\) to \(L/2\) and zero for other values of \(x\). Then the discrimination function is, from (4)

\[
\text{Uniform Coupling Discrimination} = \frac{\theta}{\sin \theta}. \tag{5}
\]

Let us further assume, in the hypothetical example, that line 2 (Fig. 2) is a single-mode line having a guide wavelength \( \lambda_2 \) equal to \(1.2\lambda_0\), and that line 1 is the three-mode line having guide wavelengths \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) equal to \(1.1\lambda_0, 1.2\lambda_0, \) and \(1.3\lambda_0\) respectively. Assume the coupling length \(L\) equals \(20\lambda_0\). For equal coupling to all modes in a differential unit of length, the relative current waves travelling in the forward direction in the three modes of line 1 are obtained from (4). For the ratio of the \(\lambda_2\) forward current to the \(\lambda_1\) forward current,

\[
\theta = \pi 20\lambda_0 \left( \frac{1}{1.1\lambda_0} - \frac{1}{1.2\lambda_0} \right) = 1.52\pi
\]

for which (5) gives a discrimination of about 13.5 db. For the ratio of the \(\lambda_2\) forward current to the \(\lambda_3\) forward current

\[
\theta = \pi 20\lambda_0 \left( \frac{1}{1.2\lambda_0} - \frac{1}{1.3\lambda_0} \right) = 1.28\pi,
\]

corresponding to a discrimination of about 14 db. For the ratio of the \(\lambda_2\) forward current to the \(\lambda_3\) backward current,

\[
\theta = \pi 20\lambda_0 \left( \frac{1}{1.2\lambda_0} + \frac{1}{1.3\lambda_0} \right) = 33.3\pi,
\]

corresponding to a discrimination of about 43 db. The backward currents in modes \(\lambda_1\) and \(\lambda_3\) can similarly be verified to be very small compared to the forward-travelling \(\lambda_2\) current.

Thus, directivity and mode purity in a simplified case have been shown to be of the desired form.

It may be noted that the denominator of (4) is the Fourier transform of the coupling function \(\phi(x)\). Since the numerator of (4) is independent of \(\theta\), the discrimination is maximized by minimizing the denominator.

An analogous problem exists in the time versus frequency domain relations, and experience with the latter can be used to predict the discriminations to be expected using various coupling distributions.

In the simple example cited above, a length of coupling interval of \(20\lambda_0\) yielded a discrimination between the desired versus undesired for-
ward wave components of about 13 db. How can this discrimination be improved? If the difference between the wavelengths of the desired and undesired wave types is increased, the value of $\theta$ is increased and greater discrimination results. In practical cases, however, there frequently is very little that can be done about the wavelength difference because it is inherent in a structure which is fixed by other considerations. By increasing the length of the coupling interval $L$ the value of $\theta$ is also increased; in the case of uniform coupling, (5) shows that a value of $\theta/\pi$ equal to about 8 is required to get 30 db discrimination. In the above example this corresponds to $L$ approximately equal to $125\lambda_0$. The latter coupling length is probably impractical, and is certainly inconvenient. The final alternative is to alter the distribution of coupling between the lines, and considerable can be done in this manner.

Suppose a linear taper of the strength of coupling is used, as sketched in Fig. 3. Then the discrimination becomes

$$\text{Linear Taper Discrimination} = \left( \frac{\theta/2}{\sin(\theta/2)} \right)^2.$$  

which is plotted in Fig. 3. The first peak in discrimination occurs at $\theta/\pi$ equals two, compared to a value of $\theta/\pi$ equals one for the first peak using uniform coupling; however, for all values of $\theta/\pi$ greater than about 3, the linear taper provides superior discrimination. This illustrates a general trend; tapering the coupling distribution improves the discrimina-
tion for large \( \theta/\pi \) values at the expense of an increased \( \theta/\pi \) value for the first discrimination peak.

The first two lines of Fig. 4 give the discrimination functions for two forms of cosine taper; Fig. 5 shows a plot of the first function and Fig. 6 shows a plot of the second function for a particular case. These figures illustrate the importance of the slope at the ends of the coupling distribution. Comparing Fig. 5 with Fig. 3, Fig. 5 has a larger end-slope, shows a lower value of \( \theta/\pi \) for the first peak in discrimination, but provides

\[
\phi(x) = \cos\left(\frac{\pi x}{L}\right) \quad \frac{-L}{2} < x < \frac{L}{2}
\]

\[
\phi(x) = 1 + \sin\left(\frac{\pi x}{L}\right) - \cos\left(\frac{\pi x}{L}\right) \quad \frac{-kL}{2} < x < \frac{L}{2}
\]

\[
\phi(x) = 1 + \frac{ck}{\theta} \left\{ \sin\left(\frac{\pi x}{L}\right) - \cos\left(\frac{\pi x}{L}\right) \right\} \quad \frac{-kL}{2} < x < \frac{L}{2}
\]

Fig. 4 — Discrimination functions corresponding to certain coupling distributions.
Fig. 5 — Discrimination versus $\theta/\pi$ for the cosine coupling distribution.

poorer discrimination at values of $\theta/\pi$ slightly above the first peak. In a similar way Fig. 6 shows better discrimination than Fig. 5.

Linear superposition of forward or backward currents may be employed to advantage when designing a coupling distribution. The second line of Fig. 4 gives the discrimination for a coupling function composed of a raised cosine plus uniform coupling. For a value of $c = 22.4$ and $k = 1$,

Fig. 6 — Distribution versus $\theta/\pi$ for the raised cosine coupling distribution.
The discrimination is greater than 38 db for \( \theta/\pi \) between 1.95 and 3.0, and is greater than 50 db for \( \theta/\pi \) larger than 3. Below \( \theta/\pi = 1.95 \) the discrimination is similar to that shown in Fig. 6.

Linear superposition of two uniform coupling distributions yields a structure which is easy to fabricate and, in cases where the requirements are not too complex, may provide satisfactory discrimination. The third line of Fig. 4 gives the general relation, and Fig. 7 shows the discrimination plot for a case of interest. Discriminations on the order of 30 db are available in a broad region between \( \theta/\pi \) equal to 1.3 to 2, an attractive abscissa value compared to the \( \theta/\pi = 8 \) required for simple uniform coupling.

Linear superposition of a linear taper and uniform coupling also yields a structure which is easy to fabricate, and the theoretical discrimination plot for an interesting set of conditions is shown in Fig. 8. High discriminations are provided over greater ranges of \( \theta \) than for the case of two uniform coupling functions superposed.

The general relations involved in the superposition of coupling functions may be summarized as follows: Let \( \phi_1(x), \phi_2(x) \cdots \phi_n(x) \) be known coupling functions and let

\[
\phi_T = \phi_1 + \phi_2 + \cdots + \phi_n.
\]  

Let the maximum length of the coupling interval be \( L \). Then, designating the transforms of \( \phi_1, \phi_2 \cdots \phi_n \) by \( F_1 \) and \( F_2 \cdots F_n \) respectively, where

\[
F_n = \int_{-L/2}^{L/2} \phi_n(x)e^{i(2\pi/L)x}dx.
\]
Fig. 8 — Discrimination versus $\theta/\pi$ for a linear taper and uniform coupling superposed.

and letting

$$F_T = F_1 + F_2 + \cdots + F_n,$$

(9)

the discrimination function for the composite coupling distribution $\phi_T(x)$ is given by

$$\text{Discrimination} = \frac{F_x(\theta = 0)}{F_T}.$$  \hspace{1cm} (10)

Another useful theoretical approach to the employment of multiple distributed coupling functions is illustrated in Fig. 9. The top sketch represents any coupling function $\phi_1(x)$. The lower sketch shows a new coupling function $\phi_2(x)$ formed by locating a $\phi_1(x)$ at $\pm d/2$ on the “x” axis. Using $F_1$ to denote the transform for $\phi_1(x)$, and $F_2$ to denote the transform corresponding to $\phi_2(x)$,

$$F_2 = 2F_1 \cos \theta',$$

(11)

wherein

$$\theta' = d \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right)$$
for the forward wave discrimination and

\[ \theta' = d \left( \frac{1}{\lambda_1} + \frac{1}{\lambda_2} \right) \]

for the directivity as defined earlier in connection with (4).

The discrimination function for the composite coupling function \( \phi_2(x) \) is

\[
\text{Discrimination} = \frac{F_2(\theta = 0, \theta' = 0)}{F_2} = \frac{F_1(\theta = 0)}{F_2} \frac{1}{\cos \theta'}. \quad (12)
\]

The factor \( 1/\cos \theta' \) is the discrimination function associated with two point couplings, and the overall discrimination is the product of that discrimination and the discrimination associated with a single distributed coupling function \( \phi_1(x) \). This line of thought may be extended to show that use of the same distributed coupling function in place of each point coupling in the multi-element distributions described in the following section results in multiplying the discrimination of the multi-element coupling function by the discrimination associated with the distributed coupling function.

In many cases of interest it is either inconvenient or impossible to use absolutely continuous coupling between transmission lines. In the waveguide case illustrated in Fig. 1, for example, a continuous slot cut in the common wall would not provide coupling of the distributed form due to a wave which would oscillate back and forth in the slot itself. We know, however, that the effects of the continuous coupling distribution can be

Fig. 9—Schematic of multiple distributed coupling functions.
simulated closely by using closely spaced point couplings. In order to do this intelligently we need a theory for multi-element point couplings.

The most general symmetrical point coupling distribution for parallel coupled lines is illustrated in Fig. 10. The letters $a_0, a_1, a_2 \cdots a_n$ designate the strength of the couplings, and $d_1, d_2, \cdots L$ represents the spacings between them. The transform for the total coupling distribution is

$$F_T = \int_{-L/2}^{L/2} \phi_T e^{i(2\pi x/L)} dx.$$  \hspace{1cm} (13)

$$F_T = a_0 + 2a_1 \cos \gamma_1 + 2a_2 \cos \gamma_2 + 2a_3 \cos \gamma_3 + \cdots 2a_n \cos \theta$$

in which

$$\gamma_k = \pi d_k \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right)$$

or

$$\gamma_k = \pi d_k \left( \frac{1}{\lambda_1} + \frac{1}{\lambda_2} \right),$$

and

$$\theta = \pi L \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right)$$

or

$$\theta = \pi L \left( \frac{1}{\lambda_1} + \frac{1}{\lambda_2} \right),$$

depending on whether forward wave discrimination or directivity is required. The discrimination function is then

$$\text{Discrimination} = \frac{F_T(\gamma_k = 0, \theta = 0)}{F_T}.$$  \hspace{1cm} (14)

Let us take as an example the familiar 1-3-3-1 binomial distribution of amplitudes for equally spaced couplings. In the terminology of equation (13), $a_0 = 0, a_1 = 3, a_2 = 1, a_k = 0$ for $k > 2, d_1 = L/3, d_2 = L$. Then (14) yields

$$\text{Discrimination} = \frac{8}{6 \cos \theta/3 + 2 \cos \theta} = \frac{1}{\cos^3 \theta/3}.$$  \hspace{1cm} (15)

Fig. 10 — Schematic of point coupling distributions.
which is the relation given by Mumford. The approach is perfectly general, and henceforth the coupling distribution only will be given with the understanding that the corresponding discrimination function can be obtained from (13) and (14).

For the case of tapered amplitudes and an even number of equally spaced couplings, (13) can be simplified to

$$F_T = 2a_1 \cos \left( \frac{\theta}{2n-1} \right) + 2a_2 \cos \left( \frac{3\theta}{2n-1} \right) + \cdots + 2a_n \cos \theta. \quad (16)$$

This case is of interest because a solution has been worked out for the analogous antenna problem to bring the spurious responses (the peaks of the side lobes in the antenna case, or the peaks of the undesired mode responses in the wave selector case) to the same level relative to the desired response. This makes the total length of the coupling array a minimum for a given required degree of discrimination. The solution includes specification of the Tchebysheff distribution of coupling strengths $a_1, a_2, a_3, \cdots, a_n$ that are required to achieve various levels of spurious response, and the resulting increase in total array length required to place the first null
in undesired mode response at the same value of
\[
\left(\frac{1}{\lambda_1} - \frac{1}{\lambda_2}\right) \text{ or } \left(\frac{1}{\lambda_1} + \frac{1}{\lambda_2}\right)
\]
as for uniform strength couplings equally spaced. Fig. 11 shows the latter relation, a very useful yardstick with which to evaluate the extra coupling length required by less ideal but more easily constructed coupling distributions.

An important practical question is “What is the smallest number of point couplings which will satisfy requirements in a given situation?”, for it is time-consuming and expensive to fabricate the coupling holes or probes in some circumstances. The large range of possible mode conditions and discrimination requirements makes it difficult to give an answer in closed form, but the general restrictions involved may be stated. In the case of \(n\) equally spaced couplings (of any amplitude taper) the discrimination vanishes at \(\theta/\pi = (n - 1)\). This is illustrated by the discrimination plot of Fig. 12.

Moreover, it is found that equally spaced couplings produce discriminations which are periodic in \(\theta/\pi\) on the interval \((n - 1)\), and which are symmetrical about \(\theta/\pi = (n - 1)/2\).

The implication of the discrimination zero at \(\theta/\pi = (n - 1)\) is that a large number of point couplings are required to get good directivity and good forward wave discrimination. In the simple case cited above in which \(L = 20\lambda_o\), the \(\theta/\pi\) value for directivity was shown to be 33.3.

![Diagram](image)

Fig. 12 — Discrimination for 8 equal-strength point couplings equally spaced.
Thus, something on the order of 50 or 60 equally spaced couplings might be needed.

Simulation of continuous coupling functions with equal strength couplings may be carried out as follows: the coupling amplitude versus distance plot may be divided along the distance axis into a number of intervals of equal area, and a point coupling placed at the center of each interval. The more efficient continuous coupling functions require more point couplings to get a good simulation in this manner. For example, the function of line 2, Fig. 4, with \( c = 22.4 \) and \( k = 1 \) has been simulated with 12 and 40 equal strength couplings (as described above) and the exact discrimination plotted using (13) and (14). The results are given in Figs. 13 and 14. The original continuous coupling function yields discriminations greater than 38 db for all values of \( \theta/\pi \) greater than 2; the 40-point simulation approximates this well in the region of \( \theta/\pi = 1.7 \) to 4.5, but thereafter begins to fail. The 12-point simulation (Fig. 13) never matches the original but does best in the region of small \( \theta/\pi \).

It is more efficient to seek high discriminations by tapering the strength of equally spaced couplings than by tapering the spacing between equal strength couplings. However, when low discriminations are acceptable, the relative efficiency of tapering the spacing between cou-
Fig. 14 — Discrimination for 40 equal-strength point couplings arranged to simulate the continuous distribution of Fig. 4, line 2.

Fig. 15 — Discrimination function for 8 equal strength couplings arranged to maximize the bandwidth (θ/π range) for moderate discrimination.
stant strength couplings is much greater than when high discriminations are required. Fig. 15 shows a distribution which produces about 20 db discrimination from $\theta/\pi = 1$ to 3.25. Eight couplings arranged with the Tchebysheff amplitude taper for 20 db discrimination would produce that discrimination from $\theta/\pi = 1.05$ to 5.95.

It is possible to obtain directivity or mode discrimination at smaller $\theta/\pi$ values than made available with uniform coupling. This situation is analogous to the superdirectivity problem in antenna design, with similar results — the lobes of spurious response are increased. In particular, if the coupling near the ends of the third array of Fig. 4 is made larger than the coupling in the center region, making "c" a negative quantity, the first peak in discrimination occurs at $\theta/\pi$ less than one, and the first minimum in discrimination becomes less than 13 db.

By implication, emphasis has been placed on obtaining both mode discrimination and directivity simultaneously. However, by employing a relatively short coupling length it is apparent that the discrimination associated with

$$\theta = \pi L \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right)$$

may be kept small when the directivity associated with

$$\theta = \pi L \left( \frac{1}{\lambda_1} + \frac{1}{\lambda_2} \right)$$

is in suitable range for good discrimination. Consequently, one can design a directional coupler with little mode discrimination. Conversely, when using a relatively small number of point couplings, the mode discrimination in the forward wave may be good when the directivity is poor.

TIGHT COUPLING THEORY*

We now consider the case in which a significant amount of power is taken from the driven transmission line by the line coupled to it. To simplify the problem the coupling is assumed uniform along the length

* An analysis of coupled transmission lines was given by W. J. Albersheim, and the effects of coupling between waves on certain particular forms of transmission media were analyzed by Meyerhoff and Krasnushkin and Khokhlov. The treatment given here is intended to be more general and is believed to describe the effects of wave coupling under a greater variety of conditions.
axis. The space variation of the wave amplitude may be written

\[
\frac{dE_1}{dx} = -(\Gamma_1 + k_{21})E_1 + k_{21}E_2,
\]

and

\[
\frac{dE_2}{dx} = k_{12}E_1 - (\Gamma_2 + k_{22})E_2,
\]

in which \(k_{11}, k_{22}\) represent the reaction of the coupling mechanism on lines 1 and 2 respectively

\(k_{21}, k_{12}\) represent the transfer effects of the coupling mechanism

\(\Gamma_{1,2}\) are the uncoupled propagation constants of line 1 and 2 respectively;

\(E_{1,2}\) are the complex wave amplitudes on lines 1 and 2, and are so chosen that \(|E_1|^2\) and \(|E_2|^2\) represent the power carried by lines 1 and 2 respectively at the input or output of the coupling region.

The usual transmission-line equations are of this general form, except for second derivatives in place of the first. The first derivatives appear here because we deal only with the forward travelling waves, which the preceding section has shown are the only significant waves when small coupling per wavelength is employed. Limiting our interest to the cases for which reciprocity holds and noting that there is always a transverse plane of symmetry midway between the ends of any pair of uniformly coupled lines, we may transform the wave amplitudes to make \(k_{22} = k_{11} = k\). We may further simplify the equations without loss of essential generality by submerging the differences \((k_{11} - k)\) and \((k_{22} - k)\) into a modified propagation constant for lines 1 and 2 respectively, yielding

\[
\frac{dE_1}{dx} = -(\gamma_1 + k)E_1 + kE_2,
\]

and

\[
\frac{dE_2}{dx} = kE_1 - (\gamma_2 + k)E_2,
\]

in which

\[
\gamma_1 = \Gamma_1 + k_{11} - k, \quad \text{and} \quad \gamma_2 = \Gamma_2 + k_{22} - k.
\]

For some cases \(k_{11} = k_{22} = k\) and for all cases of interest here \(\gamma_n\) differs very little from \(\Gamma_n\) since we are concerned only with loose coupling per wavelength.
The solution, for $E_1 = 1.0$ and $E_2 = 0$ at $x = 0$, is

$$E_1 = \left[ \frac{1}{2} - \frac{\gamma_1 - \gamma_2}{2\sqrt{(\gamma_1 - \gamma_2)^2 + 4k^2}} \right] e^{r_1 x} + \left[ \frac{1}{2} + \frac{\gamma_1 - \gamma_2}{2\sqrt{(\gamma_1 - \gamma_2)^2 + 4k^2}} \right] e^{r_2 x},$$

(21)

and

$$E_2 = \frac{k}{\sqrt{(\gamma_1 - \gamma_2)^2 + 4k^2}} e^{r_1 x} - \frac{k}{\sqrt{(\gamma_1 - \gamma_2)^2 + 4k^2}} e^{r_2 x},$$

(22)

where

$$r_1 = -\frac{1}{2}(2k + \gamma_1 + \gamma_2) + \frac{1}{2}\sqrt{(\gamma_1 - \gamma_2)^2 + 4k^2},$$

(23)

$$r_2 = -\frac{1}{2}(2k + \gamma_1 + \gamma_2) - \frac{1}{2}\sqrt{(\gamma_1 - \gamma_2)^2 + 4k^2}.$$  

(24)

The nature of the coupling coefficient $k$ is the first thing to investigate. Assume no dissipation in either the transmission line or in the coupling mechanism. Then it follows that for any value of $x$,

$$|E_1|^2 + |E_2|^2 = \text{constant}$$  

(25)

on the basis of energy conservation. It may be determined that (25) leads to the requirement that the coupling constant $k$ be purely imaginary. This is a very important result. In all of the following discussion $k$ is taken to be purely imaginary. Even where dissipation in the transmission lines themselves is important, it is still assumed that the coupling mechanism is non-dissipative.

The simplest case is $\gamma_1 = \gamma_2 = \gamma$, coupling between identical transmission lines. Then (21) and (22) reduce to

$$E_1 = \cos cx \ e^{-(\pm\gamma)x},$$

(26)

and

$$E_2 = i \sin cx \ e^{-(\pm\gamma)x},$$

(27)

where $k = ic$. The exponential of (26) and (27) shows that the coupling modifies the average phase constant, and that the attenuation in the driven line ($E_1$) is the same as in the uncoupled case for $cx$ (coupling length times coupling strength) equal to $n\pi$ radians. The amplitude and phase variations due to the coupling are plotted in Fig. 16. Complete power transfer between lines takes place cyclically, with a period of $cx = \pi$, and with suitable choice of the product $cx$, an arbitrary division of power between the lines may be selected.
Fig. 16 — Wave amplitude and phase factors versus the integrated coupling strength $cx$ for tightly coupled transmission lines having identical propagation constants.

Let us now assume that the phase constants of the two lines are unequal, but the attenuation constants are the same. Then

$$\alpha_1 = \alpha_2 = \alpha,$$
and

$$\gamma_1 - \gamma_2 = i(\beta_1 - \beta_2),$$
and equations (21) and (22) reduce to

$$E_1 = e^{-[\alpha + i(c + (\beta_1 + \beta_2)/2)]x} E_1^*,$$

where

$$E_1^* = \cos \left[ \sqrt{\frac{(\beta_1 - \beta_2)^2}{4c^2} + 1} \right]$$

$$+ \frac{i(\beta_1 - \beta_2)}{2c} \frac{1}{\sqrt{\frac{(\beta_1 - \beta_2)^2}{4c^2} + 1}} \sin \left[ \sqrt{\frac{(\beta_1 - \beta_2)^2}{4c^2} + 1} \right],$$

and

$$E_2 = e^{-[\alpha + i(c + (\beta_1 + \beta_2)/2)]x} E_2^*.$$
Fig. 17 — Wave amplitude and phase factors versus $cx$ when the coupled lines have equal attenuation constants but unequal phase constants.

where

$$E_2^* = \frac{1}{\sqrt{\left(\frac{(\beta_1 - \beta_2)^2}{4c^2}\right)}} \sin \left[ \sqrt{\frac{(\beta_1 + \beta_2)^2}{4c^2}} + 1 \right] (32)$$

The major effects of coupling in this case are represented by $E_1^*$ and $E_2^*$, which are plotted in Fig. 17 for several values of $(\beta_1 - \beta_2)$. As $(\beta_1 - \beta_2)$ becomes different from zero, the maximum power transferred from the driven line to the undriven line decreases, and the period of the cyclical variation in amplitude is reduced. The latter period is the value of $cx$ given by

$$\sqrt{\frac{(\beta_1 - \beta_2)^2}{4c^2}} + 1 \ cx = \pi$$  (33)

The driven and undriven-line wave amplitudes $E_1^*$ and $E_2^*$ at the maximum power transfer point, namely, at

$$\sqrt{\frac{(\beta_1 - \beta_2)^2}{4c^2}} + 1 \ cx = \frac{\pi}{2}$$  (34)
are plotted in Fig. 18 as a function of the ratio \((\beta_1 - \beta_2)/c\). It is evident that this maximum energy transfer may be made very small for suitably large values of \((\beta_1 - \beta_2)/c\). The behavior of \(E_1^*\) and \(E_2^*\) as a function of coupling length \(x\) is shown with greater accuracy in the wide amplitude range of interest in Figures 19 and 20 respectively.

Consider now the case in which the coupled lines have identical phase constants, \(\beta_1 = \beta_2 = \beta\), and unequal attenuation constants so that \((\gamma_1 - \gamma_2) = (\alpha_1 - \alpha_2)\). Then (21) and (22) reduce to

\[
E_1 = e^{-[\alpha_1 + i(\epsilon + \beta)]x} \left[ \frac{1}{2} - \frac{(\alpha_1 - \alpha_2)}{2\sqrt{(\alpha_1 - \alpha_2)^2 - 4c^2}} \right] e^{((\alpha_1 - \alpha_2)/2 + \frac{i}{2}\sqrt{(\alpha_1 - \alpha_2)^2 - 4c^2})x} \\
+ \left[ \frac{1}{2} + \frac{(\alpha_1 - \alpha_2)}{2\sqrt{(\alpha_1 - \alpha_2)^2 - 4c^2}} \right] e^{((\alpha_1 - \alpha_2)/2 - \frac{i}{2}\sqrt{(\alpha_1 - \alpha_2)^2 - 4c^2})x} \right] 
\]

(35)

and

\[
E_2 = e^{-[\alpha_1 + i(\epsilon + \beta)]x} \frac{ie^c}{\sqrt{(\alpha_1 - \alpha_2)^2 - 4c^2}} \left[ e^{((\alpha_1 - \alpha_2)/2 + \frac{i}{2}\sqrt{(\alpha_1 - \alpha_2)^2 - 4c^2})x} - e^{((\alpha_1 - \alpha_2)/2 - \frac{i}{2}\sqrt{(\alpha_1 - \alpha_2)^2 - 4c^2})x} \right], \quad \text{or} \\
E_2 = e^{-[\alpha_1 + i(\epsilon + \beta)]x} E_2^{**}. 
\]

(36)
The amplitude factors $E_1^{**}$ and $E_2^{**}$ have been defined in such a way as to reflect the principal effects of attenuation difference in the two lines; for the case in which the driven line attenuation constant $\alpha_1$ is negligible, note that $E_1^{**}$ and $E_2^{**}$ contain all the amplitude variations of $E_1$ and $E_2$ respectively. In general, $E_1^{**}$ and $E_2^{**}$ are the ratios of the wave amplitudes actually present in lines 1 and 2 respectively to the wave amplitude which would exist in line 1 at the same value of $x$ in the absence of coupling.

Fig. 19 — Driven line wave amplitude versus $cx$ with unequal phase constants and equal attenuation constants. The curves are periodic for larger values of $cx$. 
We consider first the case of \((\alpha_1 - \alpha_2)\) negative, i.e., a lower attenuation constant in the driven line than in the undriven line. The effects of unequal attenuation constants may be illustrated at the integrated coupling strength \(\phi = \pi/2\) which, as Fig. 16 shows, results in complete transfer of power to the undriven line when \(\alpha_1 = \alpha_2\) and \(\beta_1 = \beta_2\). Fig. 21 shows that the driven line wave amplitude \(E_1^{**}\) is very small when \((\alpha_1 - \alpha_2)/c\) is small, but is only \(\frac{1}{4}\) db below unity when \((\alpha_1 - \alpha_2)/c\) is about 55. Fig. 22 illustrates the way the undriven line wave amplitude \(E_2^{**}\) decreases as \((\alpha_1 - \alpha_2)/c\) increases.

For integrated coupling strengths less than \(\pi/2\), the effects of unequal attenuation constants are not pronounced at small \((\alpha_1 - \alpha_2)/c\), but again for large \((\alpha_1 - \alpha_2)/c\), \(E_1^{**}\) approaches unity and \(E_2^{**}\) becomes small.
Fig. 21 — The effect of unequal attenuation constants on the driven line wave amplitude for equal phase constants, and $cx$ constant. Negative $(\alpha_1 - \alpha_2)$ indicates that the undriven line has the larger attenuation constant.

Fig. 22 — The effect of unequal attenuation constants on the undriven line wave amplitude for equal phase constants and $cx$ constant.
For integrated coupling strengths greater than $\pi/2$ the effect of small values of $(\alpha_1 - \alpha_2)/c$ is to increase the loss to $E_1^{**}$, as shown by the curve for $cx = 3\pi/4$ in Fig. 21. However, for sufficiently large values of $(\alpha_1 - \alpha_2)/c$ the loss to $E_1^{**}$ is made small.

The variation in $E_1^{**}$ and $E_2^{**}$ as a function of coupling strength ($cx$) is given in Figs. 23 and 24. The periodicity of $E_1^{**}$ is removed for
(\(\alpha_1 - \alpha_2\))/c as small as \(-1\), but a value as large as \(-10\) or more is required in order to reduce the loss to \(E_1^{**}\) to a moderate value for large integrated coupling (\(c_2\)) values.

When \((\alpha_1 - \alpha_2)\) is positive, the attenuation constant for the undriven line is less than that for the driven line, and under these circumstances \(E_1^{**}\) can exceed unity. Physically this means that the power loss line is carrying the energy for a distance and returning it to the driven line at a more distant point. The curves of Fig. 25 and Fig. 26 show the variation of \(E_1^{**}\) and \(E_2^{**}\) versus positive \((\alpha_1 - \alpha_2)/c\) values, at fixed values of integrated coupling strength \(c_2\). For \(c_2\) equal to \(\pi/4\), the driven line wave magnitude \(E_1^{**}\) decreases as the ratio \((\alpha_1 - \alpha_2)/c\) assumes small positive values and goes through a balanced type of null near \((\alpha_1 - \alpha_2)/c = 3.5\) (see Fig. 25). Again this is the resultant of the lower loss undriven wave carrying power for a distance and returning it to the driven wave in the proper phase to cause cancellation of the straight-through component of the driven wave. For \(c_2\) between \(\pi/4\) and \(\pi/2\) the null would move from \((\alpha_1 - \alpha_2)/c\) near \(3.5\) toward \((\alpha_1 - \alpha_2)/c = 0\).

Figures 27 and 28 show the variation of \(E_1^{**}\) and \(E_2^{**}\) versus the integrated coupling strength \(c_2\) at fixed values of \((\alpha_1 - \alpha_2)/c\). In these
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*Fig. 25 — Driven line wave amplitude versus \((\alpha_1 - \alpha_2)/c\) with equal phase constants and \(c_2\) constant. Positive \((\alpha_1 - \alpha_2)\) indicates the undriven line has the smaller attenuation constant.*
Fig. 26 — Undriven line wave amplitude versus \((\alpha_1 - \alpha_2)/c\) with equal phase constants and \(cx\) constant.

Fig. 27 — Driven line wave amplitude versus \(cx\), for equal phase constants; \((\alpha_1 - \alpha_2)/c\) as a parameter.
figures a double logarithmic scale is used on the ordinate to represent amplitude variations from 50 db below unity to amplitudes 50 db above unity. An arbitrary break in the scale has been made at ±0.1 db which for practical purposes will be assumed to correspond to amplitudes of unity. With reference to Figure 27, small positive values of \((\alpha_1 - \alpha_2)/c\) move the first null in \(E_1^{**}\) from \(cx = \pi/2\) toward lower values of \(cx\). For abscissa values greater than \(\pi/2\), \(E_1^{**}\) exceeds unity. For \((\alpha_1 - \alpha_2)/c = 1\), \(E_1^{**}\) again has a minimum in the vicinity of \(cx = 3\pi/2\) but this second null has disappeared for \((\alpha_1 - \alpha_2)/c = +2\) and presumably also for larger positive values. With reference to Figure 28, \(E_2^{**}\) grows at a more rapid rate as a function of \(cx\) when \((\alpha_1 - \alpha_2)/c\) takes on positive values. The null in the vicinity of \(cx = \pi\) is still present for \((\alpha_1 - \alpha_2)/c = 1\) but has disappeared at \((\alpha_1 - \alpha_2)/c = 2\). For \((\alpha_1 - \alpha_2)/c\) equal to +2 (and presumably for larger positive values) the undriven wave amplitude \(E_2^{**}\) is greater than \(E_1^{**}\) for \(cx\) larger than about 0.5.

The question comes to mind in connection with this case in which the
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Fig. 28 — Undriven line wave amplitude versus \(cx\) for equal phase constants; \((\alpha_1 - \alpha_2)/c\) as a parameter.
undriven wave has a smaller attenuation coefficient than the driven wave, "How much less is the undriven line wave amplitude than would have existed at the same value of \( x \) if the same incident wave had been launched in the lower loss line and in the absence of coupling to the higher loss line?" This amplitude difference for the condition \( (\alpha_1 - \alpha_2)/c = 1 \) is represented in Fig. 28 by the difference between the curve for \( E_2^{**} \) and the curve labeled \( 20 \log e^{\gamma x} \). Similarly, for the condition \( (\alpha_1 - \alpha_2)/c = 2 \), this amplitude difference is represented by the difference between the curve for \( E_2^{**} \) and the curve labeled \( 20 \log e^{2\gamma x} \).

The general case of \( \gamma_1 \neq \gamma_2 \) is important both in interpreting undesired mode coupling effects in multi-mode systems as well as in evaluating
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Fig. 30 — Driven and undriven line wave amplitudes versus $c\omega$ with $(\alpha_1 - \alpha_2)/c = -2$ and $(\beta_1 - \beta_2)/c = 2$.

eccur in construction of devices intended to produce $\gamma_1 = \gamma_2$. To facilitate discussion of this case we define

$$E_1 = E_1^{***} \epsilon^{-(\alpha_1 + i(\alpha_1 + \beta_1 + \beta_2)/2)}x,$$

and

$$E_2 = E_2^{***} \epsilon^{-(\alpha_1 + i(\alpha_1 + \beta_1 + \beta_2)/2)}x. \tag{37}$$

where $E_1$ and $E_2$ are defined by (21) through (24). The relation between $E_1^{***}$ and $E_1$ (or $E_2^{***}$ and $E_2$) is the same as described in connection with (35) and (36).

Small deviations from $\gamma_1 = \gamma_2$ are represented in Fig. 29, which shows $E_1^{***}$ and $E_2^{***}$ versus $c\omega$ for $(\alpha_1 - \alpha_2)/c = -0.03$ and $(\beta_1 - \beta_2)/c = 0.5$.

At $c\omega = \pi/2$ radians, the first complete power transfer point in the $\gamma_1 = \gamma_2$ case, the above values correspond to a phase difference $(\beta_1 - \beta_2)x = \pi/4$ or $45^\circ$, and an attenuation difference $(\alpha_1 - \alpha_2)x = 0.03 \pi/2$ or 0.047 nepers (0.41 db) for the path length of the coupling distance. In the absence of the dissipation difference, but for the same difference in phase constants, Fig. 20 shows that $E_2^*$ reaches a maximum at $-0.26$ db near $c\omega = \pi/2$, whereas the value including the dissipation difference (Fig. 32) is $-0.46$ db. The latter two values differ by 0.2 db or one-half of $(\alpha_1 - \alpha_2)x$; when $(\alpha_1 - \alpha_2)/c$ is small compared to unity, this is a general result.

More sizeable deviations from $\gamma_1 = \gamma_2$ are represented in Fig. 30, which shows $E_1^{***}$ and $E_2^{***}$ versus $c\omega$ for $(\alpha_1 - \alpha_2)/c = -2$ and $(\beta_1 - \beta_2)/c =...
Fig. 31 - Driven and undriven line wave amplitudes versus \((\alpha_1 - \alpha_2)/c\) for \(cx = \pi/2\sqrt{2}\) and \((\beta_1 - \beta_2)/c = 2\).

2. At \(cx = \pi/2\), the phase difference is therefore \(\pi\) radians and the attenuation difference \(\pi\) nepers. The result is appreciable attenuation for \(E_{1}^{***}\) and only a moderate ratio of \(E_{1}^{***}/E_{2}^{***}\).

Fig. 31 shows the way dissipation differences counteract the coupling forces when there is a phase constant difference \((\beta_1 - \beta_2)/c = 2\). This may be compared with Fig. 21 which represents the case of \((\beta_1 - \beta_2) = 0\). Very little change in \(E_{1}^{***}\) occurs until \((\alpha_1 - \alpha_2)/c\) exceeds \((\beta_1 - \beta_2)/c\); this is again a general result.

Finally, we may inquire as to how much power is dissipated in the system when attenuation constant differences are utilized to mitigate the effects of coupling. A measure of the power preserved is

\[ |E_{1}^{***}|^2 + |E_{2}^{***}|^2 \]

and this quantity is plotted in Fig. 32 for cases previously discussed in connection with Figs. 21 and 31. Either in the absence or presence of a phase constant difference, the attenuation constant difference shows a maximum effect in reducing the available power at \((\alpha_1 - \alpha_2)/c = 2\). This is probably a general result brought on by the factor

\[ \sqrt{4c^2} \]

found in the exponent of terms describing \(E_1\) and \(E_2\).
TIGHT COUPLING EFFECTS OF MULTIPLE DISCRETE COUPLINGS

In practice it is convenient under some conditions to produce the desired coupling between transmission lines using multiple discrete couplings. It is then of interest to know the relation between the total power transferred and the number and strength of the individual couplings. It is the purpose of this section to state these relations.

We assume two transmission lines having identical propagation constants, with coupling units located at intervals along the lines as shown schematically in Fig. 33. A coupling unit may be a single point coupling, or an array of point couplings, but is always assumed to have the property of low reflection in the driven line and low back-wave transmission in the undriven line. If there are

\[ n_1 \text{ couplings of magnitude } \alpha_1, \]
\[ n_2 \text{ couplings of magnitude } \alpha_2, \]

and

\[ n_k \text{ couplings of magnitude } \alpha_k \]

located along the lines in any order whatsoever, the wave amplitudes in

Fig. 32 — Available power versus \((\alpha_1 - \alpha_2)/c\) for several cases of interest.

Fig. 33 — Schematic of transmission lines with multiple point couplings.
the driven and undriven lines respectively are

\[ E = \cos \left( n_1 \sin^{-1} a_1 + n_2 \sin^{-1} a_2 + \cdots + n_k \sin^{-1} a_k \right) \] (39)

and

\[ V = \sin \left( n_1 \sin^{-1} a_1 + n_2 \sin^{-1} a_2 + \cdots + n_k \sin^{-1} a_k \right) \] (40)

These are amplitude factors due to coupling, and the normal attenuation effects in the uncoupled lines must be added separately. For complete power transfer we set the bracketed quantity of (39) and (40) equal to \( \pi/2 \), which gives the desired information about number and strength of point couplings. Other transfer losses may similarly be prescribed or determined.

For multiple coupling units of the same coupling strength, Fig. 34 shows the overall transfer loss to the undriven line versus loss per coupling units as a parameter. The shape of these curves from the complete transfer point toward higher losses is very nearly the same. Fig. 35 shows the loss per coupling unit versus number of coupling units, with overall transfer loss to the undriven line as a parameter.

**SOME RESULTS OF EXPERIMENTS IN DOMINANT-MODE WAVEGUIDE**

In a previous paper on dominant-mode waveguide directional couplers, \(^5\) complete power transfer between dominant-mode rectangular
waveguides was shown to be possible in a coupling interval two wavelengths long, and very broad band directivity characteristics of a shape prescribed to meet given requirements were shown to be achievable.

The following paragraphs report on experiments which have been carried out with the objective of developing other useful devices and with the ancillary aim of verifying other predictions of the theory.

Experimental work was done to verify the cyclical nature of energy transfer between coupled lines, to determine the magnitude of losses which accompany such transfer in the waveguide case, and to determine desirable coupling distribution shapes in the tight coupling case. These experiments were carried out by R. W. Dawson in the 3.1 to 3.5 cm band using the 0.4" x 0.9" I.D. jig shown in Fig. 36, consisting of two wave-
guides having one wall cut away to accept a coupling insert. In one set of observations, the insertion loss in the driven-line and the transfer loss to the undriven line were recorded for a variable number of No. 22 copper wires dividing a coupling aperture $11\frac{1}{4}''$ long and linearly tapered from 0.030'' height at the ends to 0.33'' height at the center. The results are recorded in Fig. 37. At 102 holes, negligible power was abstracted from the driven line, and the transfer loss to the undriven line forward wave $|E_2|$ was about 18 db. Note that more coupling was observed at
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**Fig. 37** — The transfer loss and the insertion loss versus frequency for the coupled waveguides of Fig. 36, showing the cyclical exchange of power as the coupling was increased by reducing the number of dividing wires in the fixed coupling aperture.
increasing wavelength values, a general result for small holes in the side wall. As the number of wires in the given aperture was reduced, markedly increased coupling resulted. This was due to the fact that the coupling loss per hole varied approximately as the fourth power of the hole dimension perpendicular to the electric vector, whereas the overall power loss varied only as the square of the number of holes in the loose coupling region. (Equations (39) and (40) describe the effects of number of coupling points more precisely.) At 50 holes, the transfer loss was about 5 db and the wave in the driven line was reduced by about 2 db; the slope of the \(|E_2|\) versus \(\lambda_0\) plot was the same as for 102 holes. At 34 holes, the transfer loss was about 2 db and the wave in the driven line was reduced by about 5 db; in this case, however, the undriven line wave loss increased with increasing \(\lambda_0\). Since coupling increases with increasing \(\lambda_0\) we deduced that the total coupling was greater than required for complete power transfer and the bracketed expression of (39) and (40) was greater than \(\pi/2\). On the diagram of Fig. 16, the presumed operating point was near \(\phi = 2.2\) radians. At 25 holes, Fig. 37(d), the transfer loss was about 5 db and the wave in the driven line was reduced by about 2 db; as in the 34 hole case, the undriven line wave amplitude decreased with increasing \(\lambda_0\) and hence with increasing coupling. Again the integrated coupling appeared to be in the region between \(\pi/2\) and \(\pi\). The driven line wave loss was headed for a low value at the long-wave end of Fig. 37(d), and it seems clear that periodic energy exchange is realized in practice.

The losses associated with this energy exchange may be inferred by comparing the total power output of the undriven and driven lines to the input power. Assuming that the forward waves in the driven and undriven lines contain all the output power, (i.e. neglecting reflection, back wave in the undriven line and waveguide losses) the following table gives the losses observed in the above described experiments:

<table>
<thead>
<tr>
<th>Number of Holes</th>
<th>Coupling Mechanism Loss (db)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.16</td>
</tr>
<tr>
<td>34</td>
<td>0.23</td>
</tr>
<tr>
<td>25</td>
<td>0.33</td>
</tr>
</tbody>
</table>

These losses may be due to circulating currents in the wires, in which case the loss would be expected to increase with increasing coupling.

Good agreement between the observed and theoretical directivities has been found in the loose coupling case, but when appreciable power is
abstracted from the driven line it is clear that the theory given above does not apply. Dawson has obtained experimental data of interest in this connection. For a $6\lambda_g$ long linear-taper aperture of the form given above (0.33" height at the center and 0.030" height at the ends), the loose coupling theory predicts directivities in excess of 45 db for the wavelength band 3.1 to 3.5 cm. When using sufficient number of wires to obtain 18 db transfer loss, directivities in the range 36 to 48 db were observed. The reason for the 36 db observation being lower than the 45 db theoretical value may be inaccuracy of fabrication (jig per Fig. 36) or inapplicability of the loose coupling theory at 18 db transfer loss. At 3 db transfer loss, the observed directivity of a similarly shaped but 5.5 $\lambda_g$ long coupling array is shown at the top of Fig. 38; again loose coupling theory predicts more than 45 db directivity. The reason the observed values are in the 24–33 db range rather than above 45 db is presumed to
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Fig. 38 — Directivity and return loss for two coupling distributions, each of which produced 3 db transfer loss.
be inapplicability of the theory. Loose coupling theory predicts better than 35 db directivity over a broad frequency band at a coupling length of about $2\lambda_g$; therefore one might expect to obtain better overall results by using two cascaded arrays each about $2\lambda_g$ long, and each having a transfer loss of 8.4 db to get the 3 db net transfer loss. Observed directivities for such a coupling array are also given in the top of Fig. 38; in this case values in the 32–37 db region were obtained. The destructive interference associated with addition of backward wave components is more nearly of the form computed by loose coupling theory because the exciting wave is more nearly constant over the length of one of the arrays. The observed return loss at any one of the four waveguide entries, when the others are terminated, is given for the $5.5\lambda_g$ and cascaded $2\lambda_g$ coupling arrays at the bottom of Fig. 38. The cascaded $2\lambda_g$ combination is again superior to the single long taper. The characteristic of being inherently matched at all terminals makes the coupled-line type of 3 db hybrid attractive at the very high frequencies where lumped element matching becomes difficult if not impracticable.

Where space is at a premium, or where more constant transfer loss values are to be desired a shorter array composed of larger holes is attractive. A single linear taper of the shape outlined above and $2\lambda_g$ long was observed to have better than 22 db directivity and better than 25 db return loss over the 3.1 to 3.5 cm band. The observed loss values of the three coupling arrays discussed above are given in Table I. The coupling arrays composed of larger holes have less slope in the loss versus frequency characteristic for side-wall coupling.

### Table I

<table>
<thead>
<tr>
<th>Array</th>
<th>Transfer Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda = 3.15$ cm</td>
</tr>
<tr>
<td>Single $2\lambda_g$ array</td>
<td>3.2 db</td>
</tr>
<tr>
<td>Two cascaded arrays</td>
<td>4.3 db</td>
</tr>
<tr>
<td>Single $5.5\lambda_g$ array</td>
<td>3.5 db</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Array</th>
<th>Straight Through Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda = 3.15$ cm</td>
</tr>
<tr>
<td>Single $2\lambda_g$ array</td>
<td>3.0 db</td>
</tr>
<tr>
<td>Two cascaded arrays</td>
<td>2.6 db</td>
</tr>
<tr>
<td>Single $5.5\lambda_g$ array</td>
<td>2.9 db</td>
</tr>
</tbody>
</table>
SOME LOOSELY COUPLED TRANSDUCERS IN MULTIMODE WAVEGUIDE

In connection with research on low-loss circular-electric-wave transmission, there developed a need for means with which to measure the power present in any one of the modes of a multi-mode round waveguide. In particular, it was known that the circular electric wave in round waveguide converts readily to the TM_{11} wave due to curvature of the line, and a direct measurement of the effect was needed. The TM_{11} wave will not exist in the round waveguide without the presence of at least four other modes, and in the waveguide size used for the experiments five other modes could propagate. In designing a transducer for this application, therefore, it was necessary to evaluate the discrimination function, equation (4), with regard to mode discrimination between five different pairs of modes as well as to insure directivity. Moreover, the TM_{11} wave is degenerate with the circular electric wave TE_{01}, i.e., they have the same phase constant. Therefore, mode discrimination against TE_{01} could not be obtained through the phase difference effects described by (4). This discrimination was obtained using geometric balance in the individual coupling orifices, which were narrow slits on the center line of the wide side of the rectangular guide, as shown in Fig. 39. The shape of the coupling distribution employed was that described in connection with Fig. 14 except that 80 point couplings were used to simulate the raised-cosine coupling distribution (instead of 40 as in Fig. 14) in order to assure good directivity for the very long coupling length that was required. The round guide diameter was two inches, the rectangular guide width 0.820 inches, calculated to produce the same cut-off frequency in the rectangular guide as exists for the TM_{11} wave in the round waveguide. The coupling length was about 17 inches.

One simple method for evaluating the mode content of such a transducer is to measure the azimuthal distribution of electric field at the round guide wall using the radial probe technique described by M. Aronoff. If the power in a single mode is a great deal larger than the
power in any other mode of the multi-mode guide, the radial probe technique narrows down the possible mode types to a very few. Measurements of this type, recorded in Fig. 40, indicate that the forward wave has the radial electric field distribution to be expected for the $TM_{11}$ wave. However, the forward wave might have the same radial field distribution at the wall and actually be the $TE_{11}$ wave instead of $TM_{11}$. The $TE_{11}$ wave is very simply generated from a dominant mode rectangular guide, by means of a long taper transition along the axis of propagation from the rectangular cross section to the circular cross section. Such a transducer was used to measure the output wave of the $TM_{11}$ transducer and it was found that the $TE_{11}$ component was down on the order of 30 db below the value which would be present if the radial field intensity observed at the top of Fig. 40 had been due to $TE_{11}$. By a process of elimination, therefore, and by virtue of the fact that we have a pure pattern suggesting the presence of a single mode, we have established that the mode generated is actually $TM_{11}$. Other checks can of course be made, such as measurement of the phase constant of the output wave.

The backward wave shown at the bottom of Fig. 40 has a maximum field more than 20 db below the maximum field of the forward wave and
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Fig. 40 — Distribution of radial electric field at the guide wall for the forward and backward waves of the transducer of Fig. 39.
has a six-peaked variation with angle which indicates the presence of TE_{31}.

The transfer loss of the TM_{11} transducer was derived by (1) calibrating the receiving probe on a known amount of power in the TE_{11} wave, (2) inserting this same amount of power in the rectangular waveguide of the coupled wave transducer and, with the probe at the transducer output, observing the change in the receiver response, and (3) correcting the observed loss using the theoretical difference in the radial electric field at the wall for the TE_{11} versus TM_{11} waves in the known waveguide diameter. (This technique is described in more detail by Aronoff.) The result gave a transfer loss of about 25 db to the TM_{11} wave. The insertion loss for the rectangular guide of the transducer was less than 0.2 db.

Coupled-wave devices of the type shown in Fig. 39 were built for several of the modes in 2" round waveguide. The one built for the TE_{31} mode in 2" waveguide (mechanically similar to the TM_{11} model of Fig. 39) has several characteristics worthy of mention. Fig. 41 shows the
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Fig. 41 — Distribution of radial electric field at the guide wall for the forward and backward waves of TE_{10} to TE_{21} coupled wave transducer.
measured forward and backward wave patterns in the round guide, for excitation in one of the rectangular guides of the transducer. Only TE\textsubscript{31} of the six modes possible in the 2" pipe at 3.3 cm has a six-lobed pattern of azimuthal distribution of radial electric field at the wall, and hence the clean pattern with equally spaced deep nulls indicates the presence of a rather pure TE\textsubscript{31} mode. The six maxima of the forward wave were equal within ±0.15 db. The backward wave had a peak electric field at least 23 db down on the peak electric field of the forward wave.

Using coupled transmission line techniques and the familiar geometric taper techniques, transducers were built for all of the six modes possible in 2" diameter pipe at 3.3 cm for use in the circular electric wave research program. These transducers were used to measure the forward wave and backward wave output of the TM\textsubscript{11} transducers, as given is Table II. In reality, imperfections in either one of the two transducers involved in a measurement could result in the recorded values of discrimination. For example, if the TM\textsubscript{11} transducer were perfect and the TE\textsubscript{01} output transducer contained some TM\textsubscript{11}, then the insertion loss measurement involving the two transducers face to face would produce an indication of mode impurity. Since we do not have independent information on the mode purity of any one of the transducers at the level of the observed wave impurities, we can only state that both transducers involved in a discrimination measurement are probably at least as good as the number tabulated.

It should be noted that very high discriminations between TE\textsubscript{01} and TM\textsubscript{11} were achieved, despite the fact that this one discrimination depends solely on the mode-selective nature of the coupling orifice. Similar discriminations can be employed effectively to augment the wave-inter-
ference discrimination even in cases where there is difference between the desired and undesired modes’ phase constants, to achieve very large discriminations. In the TM_{11} discriminations listed above, the values for TE_{31} are not great but are consistent with computed values for the coupling length and the coupling function employed; longer coupling lengths would produce better TM_{11} versus TE_{31} discriminations.

A tightly coupled TE_{10} to TE_{01} wave transducer

A highly efficient means of transferring power from dominant-mode rectangular waveguide to one of the higher modes of a multi-mode waveguide would be essential in a waveguide transmission system.\(^1\) When several modes can propagate in one or both of the guides, the problem of achieving complete power transfer is more difficult and requires some new techniques. This section describes these techniques and gives experimental data for a circular-electric-wave (TE_{01} - TE_{00}) transducer.

The desired transducer was required to make the wave transformation between a single-mode rectangular waveguide and the circular electric mode (TE_{01}) of an 0.875" round waveguide at a nominal frequency of 24,000 mc. The 0.875" round waveguide at this frequency will support 10 modes of which the circular electric mode and its degenerate partner TM_{11} are the fourth and fifth in order of appearance.

The minimum length of the coupling interval required to achieve mode discrimination may be estimated using loose coupling theory (equation 4). The mode nearest to TE_{01} in phase constant is the TE_{31} and for this mode a coupling length of about 0.18 meters is required in order to produce a value of $\theta/\pi$ equal to unity. As shown by equation (5) for uniform coupling, it is necessary to have $\theta/\pi$ equal to unity or greater in order to develop discrimination against the undesired mode.

The maximum coupling coefficient permissible for a given amount of mode impurity at the complete power transfer point may be estimated using the tight coupling theory of the preceding sections. For example, equations (31) and (32) show that for the ratio $(\beta_1 - \beta_2)/c$ equal to 10, the transfer loss to the undesired wave will always be greater than 14 db (regardless of the length of the coupling interval), corresponding to an energy loss for the desired wave of less than 0.2 db. For the TE_{01} and TE_{31} modes the calculated values of $\beta_1$ and $\beta_2$ lead to the conclusion that the coupling coefficient $\xi$ between TE_{01} and TE_{31} must be less

---

*When discussing the modes of hollow metallic waveguides of different cross-sectional shapes, it has been found convenient to use a superscript to designate the shape of the cross section. (See G. C. Southworth, Principles and Applications of Waveguide Transmission, D. Van Nostrand Co., 1950). Thus, TE_{01} refers to the TE_{10} mode in rectangular waveguide.
than 3.45 radians per meter. If the coupling coefficient for \( \text{TE}_{10} \) to \( \text{TE}_{31} \) is equal to that for \( \text{TE}_{30} \) to \( \text{TE}_{21} \), it follows that the total coupling length must be greater than 0.455 meters, because complete power transfer requires that the product of coupling-length times coupling-coefficient be exactly \( \pi/2 \) (see Fig. 17). Actually, the \( \text{TE}_{10} - \text{TE}_{31} \) coupling may be greater than the \( \text{TE}_{30} - \text{TE}_{21} \) coupling which leads to the requirement for longer coupling intervals. It is evident that the shorter coupling intervals may be employed at the sacrifice of greater mode impurities. The preceding calculations were made for the \( \text{TE}_{10} - \text{TE}_{31} \) and \( \text{TE}_{30} - \text{TE}_{21} \) transfer ratios as though only one mode of the multi-mode waveguide were present at a time, i.e., using a theory based on coupling between two waves instead of a theory for the simultaneous coupling between a plurality of waves. It is felt that this is probably justified provided that the coupling per unit length is weak and only one mode in each guide carries an appreciable amount of power.

Fig. 42 shows a photograph of one of the models used to obtain experimental data. The coupling holes were located in the narrow wall of the rectangular waveguide, thus avoiding coupling to all of the TM modes of the round waveguide. The total coupling length was 0.55 meters. The coupling orifices were spaced about 0.3 wavelengths in the dominant-mode rectangular waveguide, which assured reasonable directivity in the transfer of power between waveguides, provided that two or more coupling elements were employed.

The transfer loss between the rectangular waveguide and the circular electric mode of the round waveguide was measured as a function of the number of coupling elements, using the structure of Fig. 42 with the addition of a movable thin-walled metallic cylinder. The latter could be moved inside the transducer in such a way as to cover up a variable number of coupling holes, and contained a long wooden termination so that all the power entering the movable cylinder was absorbed. The inner diameter of the movable cylinder was large enough to propagate the
circular electric wave but did cut off some of the waves which could propagate in the round guide of the transducer itself. The measured transfer loss under these conditions is recorded in Fig. 43. It is seen that the $\text{TE}_{10}$ - $\text{TE}_{01}$ coupling was so weak as to be in the region where power from successive coupling elements should add in phase all the way up to 40 coupling elements. The observations show the in phase addition for less than 30 coupling elements but show a marked deviation in the vicinity of 40 to 66 coupling elements. This is evidence of inequality of the phase constants for the $\text{TE}_{01}$ and $\text{TE}_{00}$ waves. More will be said about this matter presently. The transfer loss between the rectangular waveguide and the $\text{TE}_{11}$ mode of round waveguide, is also recorded in Fig. 43. As expected, the power from successive coupling elements did not add in phase and no appreciable build-up of power in the $\text{TE}_{11}$ mode took place.

One way of evaluating the total power in all modes other than the circular electric mode, is to measure the value of the transverse magnetic intensity at the wall of the round waveguide. The circular electric wave has no such field component and all other waves do possess such a field.
component. Thus the total value of the transverse magnetic intensity at the round waveguide wall is a measure of the impurity associated with the circular electric wave. (This is very similar to the radial probe technique described by M. Aronoff.7) Using this method of evaluation, the mode impurities present at the output of the transducer were measured as a function of the number of coupling elements, and the results are recorded in Fig. 44. The absolute calibration of the ordinate relates the observed magnetic intensity to that which the same power input used at the rectangular guide would have produced if placed in the round waveguide in the $\text{TE}_{11}$ mode. These measurements show that for all of the modes other than the circular electric mode, the energy components from successive coupling elements suffer destructive interference. Although curves are shown only for one and for 66 coupling elements, the patterns for intervening numbers of coupling elements were similar in shape and never exceeded an intensity value greater than about 6 db above that given for the 66 coupling element case; thus the mode discriminating property of the coupled wave transducer was verified experimentally.

Returning to the question of $\text{TE}_{10}^{\square} - \text{TE}_{cl}^{\circ}$ transfer loss, it is clear from Fig. 43 that the rectangular waveguide has a phase constant which is not equal to that of the circular electric mode in the round waveguide. One reason for this inequality lies in the fact that the coupling elements disturb the phase constant in the two waveguides unequally, a consequence of the fact that some of the power transferred to the round wave-
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**Fig. 44** — Distribution of transverse magnetic intensity at the wall for the transducer of Fig. 42.
guide on a single coupling element basis, appears in modes other than $\text{TE}_{01}$. Thus, the total coupling to $\text{TE}_{00}^\square$ is greater than to $\text{TE}_{01}^\circ$. The total coupling modifies the phase constant of each line, per $(20')$, and since the total coupling coefficient is unequal for the $\text{TE}_{00}^\square$ and the $\text{TE}_{01}^\circ$ modes, the perturbed phase constants should be expected to be unequal when the unperturbed phase constants are made equal. A method of determining the magnitude of this phase-constant disturbance has been suggested by S. A. Schelkunoff. In this method the reflected wave from a single coupling orifice is measured in the dominant waveguide and in the single mode of interest in the multi-mode waveguide. Having defined the ratio of the incident to the reflected power in the same mode by the symbol $p$, Schelkunoff determines that the disturbed phase constant $\beta'$, is related to the undisturbed phase constant $\beta$ by the relation

$$\beta' = \beta + \sqrt{\frac{p}{d}},$$

(41)

in which "$d$" is the distance between the coupling orifices in the coupling arrangement which one wishes to evaluate. This relation may be used to evaluate the change in the phase constant for the circular electric mode and for the wave in the dominant waveguide, and the change of wave-
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Fig. 45 — Transfer loss for the transducer of Fig. 42 after increasing the coupling hole sizes and correcting the phase constant.
guide dimensions required to correct this phase constant difference may be computed as though the coupling elements were not present.

For the small phase constant disturbances which are associated with the weak couplings employed, this procedure was found very accurate. The reflection measurements and associated calculations for the model of Fig. 42 indicated that the rectangular guide width should be 0.340" for equality of phase constants instead of 0.359" as computed neglecting coupling effects. The measured value of the transfer loss when the individual coupling holes had been enlarged and the rectangular guide width had been altered to the 0.340" value is shown in Fig. 45. It is evident that the theoretical value of 0 db transfer loss was approached, and that the shape of the transfer loss versus number of coupling elements, was reproduced very well. The 0.75 db minimum transfer loss consisted of no more than 0.3 db heat loss, the remaining loss being due to power present in other modes.

The measured insertion loss in the rectangular waveguide is shown as a function of the number of coupling holes at the three frequencies in Fig. 46. Complete power transfer would, of course, correspond to an infinite insertion loss in the rectangular waveguide. It is interesting to note that at 24,000 mc the peak in the rectangular guide insertion loss occurred at 85 coupling elements whereas the maximum in the $\text{TE}_{01} - \text{TE}_{01}$ transfer loss characteristic occurred at about 96 coupling elements (Fig. 45). This difference is likely to be the result of power transferred back to the rectangular waveguide from round waveguide modes other than circular electric. Additional evidence of deviations due to the coupling between a plurality of waves was obtained; the rectangular-guide insertion loss as a function of number of coupling elements did not increase.
Fig. 47 — Transfer and insertion loss versus frequency in the utilized modes of the transducer of Fig. 42 using all (112) coupling holes.

Fig. 48 — Circular electric wave directivity and one unwanted mode (TE_{11}) output versus frequency for the transducer of Fig. 42.
smoothly according to a cosine amplitude function as would be expected for two coupled waves of identical phase constant, but instead exhibited ripples. The remarkable thing about the data of Figs. 45 and 46 is that it agrees with the theory for two coupled waves as well as it does.

The coupling per individual orifice decreases with increasing frequency and this is verified by the observation (Fig. 46) that a greater number of coupling elements are required to reach the maximum insertion loss in the rectangular guide at the higher frequency.

Some indication of the overall bandwidth of this first experimental model is given in Figs. 47, 48 and 49 which show respectively the $\text{TE}_{10} - \text{TE}_{01}$ transfer loss, the insertion losses in the $\text{TE}_{10}$ and $\text{TE}_{01}$ modes, the $\text{TE}_{40} - \text{TE}_{11}$ and $\text{TE}_{41}$ — backward wave $\text{TE}_{01}$ transfer losses, and the $\text{TE}_{10}$ and $\text{TE}_{01}$ return losses in the frequency range 20,000 to 30,000 mc. No one of these characteristics represents the degree of excellence which is achievable but they do demonstrate that good impedance match, low transfer losses to the desired mode, and appreciable discrimination against unwanted modes, can be achieved over frequency ratios on the order of 1.5.

FREQUENCY SELECTIVITY

In the case wherein the coupling is so weak as to not affect the total phase constant appreciably, all modes of hollow conductor waveguides of any cross section have the same phase constant at all frequencies provided that these modes have the same cut-off frequency. This results
in very broad band mode-selective characteristics, as has been demonstrated.

The transfer loss characteristics are in general a function of frequency, since the individual coupling holes are somewhat frequency selective. There may be applications wherein less variation in transfer loss as a function of frequency is required. One approach to this problem is to make the coupling holes individually have less coupling variation with frequency; since the total coupling loss between two identical transmission lines is a function only of number of coupling holes and the loss per hole (equations (39) and (40)) constant coupling per hole will produce constant coupling overall. Riblet and Saad have reported on this approach.

There is another approach to obtaining flat coupling versus frequency despite variations in the coupling per hole, and that is to intentionally create a difference between the phase constants of the two coupled lines. Fig. 17 illustrates the transfer characteristic when the coupled lines have unequal phase constant, and either identical or negligible attenuation constants. Near the maximum for the transferred wave $|E_2^*|$ there is a region wherein the transfer loss is independent of coupling strength, and the transfer loss in this flat-loss region is under control of the ratio $(\beta_1 - \beta_2)/c$. Hence for a given transfer loss there is an optimum ratio of phase constant difference to coupling strength in order to minimize the overall transfer loss variation. For the distributed coupling case, equations (31) and (32) represent the transferred wave amplitude and show that the transferred wave goes through a maximum as a function of integrated coupling strength $c_0 x$, when

$$\sqrt{\frac{(\beta_1 - \beta_2)^2}{4c^2}} + 1\ c_x = \frac{\pi}{2} + n\pi. \quad (42)$$

The transferred amplitude at this maximum point is

$$E_{2,\text{max}}^* = \frac{1}{\sqrt{\frac{(\beta_1 - \beta_2)^2}{4c^2} + 1}}. \quad (43)$$

The integrated coupling strength at the maximum point is

$$c_0 x_0 = \frac{1}{\sqrt{\frac{(\beta_1 - \beta_2)^2}{4c^2} + 1}} \cdot \frac{\pi}{2}. \quad (44)$$

For the important case of an optimum 3 db transfer loss coupler, $E_2^*$ is 0.707. Then $(\beta_1 - \beta_2)/c$ equals 2 and $c_0 x_0$ equals $\pi/2\sqrt{2}$ from (43)
and (44). Assuming a coupling length $x_0$ of two wavelengths in the line with the smaller phase constant, it follows that $\beta_1/\beta_2$ is about 1.18 showing that a phase-constant difference of 18% is required. This phase-constant difference is quite readily attainable in the waveguide structure of Fig. 50(a). The two modes coupled together are given slightly different cut-off wavelengths in the coupling region, and may be tapered to the standard waveguide size outside the coupling region. The desired phase-constant difference can also be obtained in two identical metallic guides by inserting a piece of dielectric into one of the guides in the coupling region as sketched in Fig. 50(b). Although rectangular waveguides are used in Fig. 50 to illustrate the method of obtaining frequency independent transfer characteristics, the approach is general and may be applied to any form of single or multi-mode transmission line.

Fig. 50 — Examples of structures in which flat transfer loss may be obtained despite coupling loss variations.

In either dominant-mode directional couplers or in multi-mode coupled-wave devices such as the one illustrated in Fig. 1, one may obtain much more frequency selectivity than occurs incidentally due to the frequency sensitivity of the coupling elements used. This may be done by coupling two transmission lines which have the same phase constant at one frequency, but unequal phase constants at other frequencies. Then, as shown by equation (31), the midband transfer loss may be set at any desired value by adjusting the integrated coupling strength $c \pi$ at midband (where $\beta_1 - \beta_2 = 0$), and at other frequencies where $(\beta_1 - \beta_2) \neq 0$, the transfer loss will increase. For the particular case of $c \pi = \pi/2$ (fixed) for which complete power transfer occurs when $\beta_1 = \beta_2$ (and assuming $\alpha_1 = \alpha_2$ or both $\alpha$'s are negligible), Fig. 51 shows the shape of the filter characteristic, $E_2^*$ versus $(\beta_1 - \beta_2)/2c$. This plot is valid for any form of transmission line.

A very simple configuration for realizing such a frequency-selective filter involves coupling between two hollow conductor waveguides, one
of which is air-filled and the other of which is filled with a material of dielectric-constant $\epsilon$. The phase constants for these waveguides have the form sketched in Fig. 52, in which $\beta_0$ is the phase constant in free space. At the frequency $f_m$ the two waveguides have identical phase constants and, in a typical case, negligible loss constants so that complete power transfer can be obtained. For the case $\epsilon = 2.55$, Fig. 53 shows the computed frequency characteristic on the assumption that the integrated coupling is set for complete transfer ($cx = \pi/2$) and is independent of frequency. (Actually the usual coupling mechanisms are somewhat frequency sensitive and would increase the selectivity somewhat.) This filter

Fig. 51 — Transfer loss $E_2^*$ versus $(\beta_1 - \beta_2)/2c$ for coupling strength $cx = \pi/2$, the value required for complete power transfer.

Fig. 52 — The general form of the phase constants for two hollow conductor waveguides, one of which is filled with a dielectric.
COUPLED WAVE THEORY AND WAVEGUIDE APPLICATIONS

characteristic applies regardless of the shapes of the hollow conductor waveguides (which may be dissimilar) and regardless of the modes selected.

It is apparent that frequency selectivity in the transfer characteristic $E_2^*$ can also be obtained without requiring that the phase constants be unequal by using coupling elements which are frequency sensitive.

DIELECTRIC WAVEGUIDE CONFIGURATIONS

The coupled-wave approach to circuit design is applicable using any form of transmission line, the only important variant associated with different forms of line being the physical structure associated with introducing the desired coupling between lines. In a recent publication by A. G. Fox showed that dielectric waveguides are very attractive for use in the millimeter wavelength range, and this section points out how dielectric waveguides can be used in various forms of coupled wave devices. Fox showed that dielectric waveguides arranged in the configuration sketched in Fig. 54 are coupled by the electric field components only, and that
periodic energy exchange of the type described by equations (26) and (27) is observed. Moreover, he also showed that if one line were made very lossy the energy exchange phenomena disappeared and, despite sufficient coupling to cause complete power transfer when both lines were loss-free, power passed through the coupling region in the low-loss line with less than 0.25 db attenuation. This verified the predictions of equations (35) and (36).

Other implications of the coupled wave theory can also be utilized in dielectric waveguides. If the two lines (Fig. 54) are made of materials having different dielectric constants and their cross-sectional dimensions set so as to secure identical phase constants at a frequency $f_m$, then a frequency-selective coupled-wave filter results and the selectivity characteristic of Fig. 53 applies. As an alternative to using materials having different dielectric constants, the same dielectric may be used for both lines by making one line solid and the other hollow.

If both lines are made of the same material and the cross-sectional dimensions are set so as to obtain a known difference between their phase constants, the result is a directional coupler having a region of flat transfer loss (of any desired magnitude) and equations (42), (43) and (44) apply.

Both of the preceding applications can be carried out in dielectric waveguides having arbitrary cross-sectional shapes.

Fig. 54 — Coupled dielectric waveguides.
If one of the transmission lines (Fig. 54) is round and the other is rectangular and if their cross-sectional dimensions are set for equal phase constants, then the power in one of the two polarizations of the round line may be transferred to any desired extent to the rectangular guide, and power in the other polarization of the round guide will pass the coupling region undisturbed. Two such rectangular-rod to round-rod coupling configurations arranged in cascade along the round-rod, with the two rectangular rods coupled in planes at 90° to each other, constitutes a means for independently connecting to the two polarizations of the round-rod. This type of device depends upon the fact that the phase constants of the two polarizations of round-rod are identical, whereas the two phase constants for the rectangular rod are different. Thus a wave interference occurs in the transfer characteristic for one of the polarizations, and for suitable values of \( (\beta_1 - \beta_2)/c \) (see Fig. 18) the power transferred in this polarization can be made small.

**SUMMARY**

Two approaches to a theoretical description of the behavior of two coupled waves have been presented. One, based on the assumption of negligibly small coupling, is applicable in cases where very little power is transferred between the coupled waves. The other, a solution based on uniform coupling between waves in the coordinate of propagation, is valid for any magnitude of total coupling.

The loose coupling theory shows how to taper the coupling distribution in order to minimize the length of the coupling interval required for a given degree of directivity and/or for a given magnitude of mode impurity. In particular, it is possible to shape the coupling distribution so as to discriminate sharply against one or more undesired modes in a coupled-wave arrangement involving just a few modes. (See Figs. 7 and 15 for examples).

The theory indicates that significant exchange of power takes place provided that the attenuation and phase constants of the coupled waves are equal, or provided that the difference between the attenuation constants and the difference between the phase constants are small compared to the coefficient of coupling. A suitable difference between either the attenuation constants or the phase constants of two coupled waves is sufficient to prevent appreciable energy exchange (equations 29–32 and 35–36).

It follows that substantially single-mode propagation is possible in a multi-mode structure even though geometrical effects tending to cause coupling between modes are present. A gradual transition in the boundary
of a multi-mode waveguide will not cause an appreciable exchange of power between modes provided that the quantity \((\beta_1 - \beta_2)/c\) is sufficiently large for the modes which are coupled by the boundary change. Similarly, for disturbances in the coupled-wave system which takes place over a large number of wavelengths in the direction of propagation, the coupled-wave theory indicates that all conversion will take place in the forward direction and very little reflection in any mode will result.

The tight coupling theory shows that for the case of identical complex propagation constants, a periodic exchange of energy between waves takes place along the coordinate of propagation. The only effect of the existence of an attenuation constant for both waves (compared to the dissipationless case) is to add the same exponential attenuation factor (to the periodic energy exchange phenomenon) which would have existed for a wave traveling on one of the lines in the uncoupled state.

When the phase constants of the two coupled waves are not equal (and the attenuation constants are either equal or negligibly small compared to the coupling coefficient), the exchange of energy between waves is no longer complete but remains periodic (Fig. 17). The quantity \((\beta_1 - \beta_2)/c\) determines the fraction of the total energy which is exchanged, and also modifies the period of the energy exchange phenomenon along the axis of propagation.

When the phase constants of the two lines are equal but the attenuation constants are unequal, the energy transfer phenomenon differs only slightly from that associated with equal propagation constants provided that the quantity \((\alpha_1 - \alpha_2)/c\) is less than about \(-0.1\). For \((\alpha_1 - \alpha_2)/c\) more negative than about \(-1\), the periodicity of the energy transfer phenomenon has largely disappeared (Fig. 23) and as \((\alpha_1 - \alpha_2)/c\) becomes on the order of \(-10\) or more, the principal effect of the coupling for the low loss line is a minor alteration of the phase and attenuation constants. The wave amplitude for unit input on the low-loss line becomes [from (33) for \(|(\alpha_1 - \alpha_2)/c| \gg 1\)]

\[
E_1 = e^{-[(\alpha_1 - c^2)(\alpha_1 - \alpha_2) + i(c+\delta)]x}. \tag{45}
\]

Through proper choice of the phase constants relative to the coupling coefficient in two coupled transmission lines, it is possible to make directional couplers having an arbitrary transfer loss that is independent of frequency despite variations in coupling strength with frequency (equations 43-44). It was also shown that the coupled-wave approach may be utilized to create highly frequency-selective filters which may operate between single-mode media or between selected individual modes of a multi-mode system.
The experimental data given for two dominant-mode rectangular waveguides showed that the periodic energy exchange theoretically predicted for a coupled-wave system can be achieved in coupled transmission lines.

Performance characteristics were given for some loosely coupled transducers between a dominant-mode rectangular waveguide and one mode of a six-mode waveguide. A tapered coupling distribution was used to achieve the mode selectivity in a limited length interval.

The problems associated with a coupled-wave transducer for transferring all of the power from a dominant-mode rectangular waveguide to the circular electric mode in a ten mode waveguide, were discussed and the observed characteristics of an experimental model were given.

The application of coupled-wave techniques to other types of transmission systems was illustrated by pointing out analogous structures using coupled dielectric waveguides.
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INTRODUCTION

Pulse transmission is a basic concept in communication theory and certain methods of modulating pulses to carry information approach in their characteristics the ideal performance allowed by nature. In certain applications, such as telegraphy, pulse signalling and data transmission, it has the advantage of great accuracy, since the information is transmitted in digital form by "on-off" pulses. This at the same time facilitates regeneration of pulses to avoid accumulation of distortion from noise and other system imperfections, together with the storing, automatic checking and ciphering of messages, as well as their translation into different digital systems or transmission at different speeds, as may be required in extensive communication systems. Another characteristic of pulse systems is that improved signal-to-noise ratio can be secured in exchange for increased bandwidth, as in pulse code, pulse position and certain other methods of pulse modulation. Finally, pulse modulation systems permit multiplexing of communication channels on a time division basis, which under appropriate conditions may have appreciable advantages over frequency division in the design of multiplex terminals.

In pulse modulation systems, pulses are applied at the transmitting end in various combinations, or in varying amplitude, duration or position, depending on the type of system. Pulses thus modulated to carry information may be transmitted in various ways, or undergo a second modulation process suitable to the transmission medium. The received pulses will differ in shape from the transmitted pulses because of bandwidth limitations, noise and other system imperfections. The performance of the system in the absence of noise can be predicted if the "pulse transmission characteristic" is known, that is, the shape of a received pulse for a given applied pulse.

Although the pulse-transmission characteristic suffices for determination of system performance it is customary for various reasons to relate it to the "transmission-frequency characteristic," that is, the steady-state transmission response expressed as a function of frequency. For one thing the transmission-frequency characteristics of various existing facilities and their components are known, and for new facilities can be determined more readily by calculation or measurements than the pulse-transmission characteristic. But the more fundamental reason is that the transmission-frequency characteristics of various system components connected in tandem or parallel can readily be combined to obtain the over-all transmission characteristic, while this is not the case for pulse transmission characteristics. It is thus possible to analyze complicated systems with the transmission-frequency characteristic as a basic
parameter, and to specify requirements that must be imposed on the transmission-frequency characteristic of the system and its components for a given transmission performance.

A fundamental problem in pulse modulation systems is transmission distortion of pulses by system imperfections in the form of phase and gain deviations over the transmission band or a low-frequency cut-off, usually referred to as "characteristic distortion," which may give rise to excessive interference between pulses and resultant crosstalk noise or errors in reception, depending on the type of system. Because of such interference, characteristic distortion limits the number of pulse amplitudes permissible in the transmission of information or messages over a given channel, and may reduce the rate at which pulses can be transmitted in systems employing only two pulse amplitudes, the minimum number. It thus places a limitation on channel capacity which, unlike signal distortion by noise, cannot be overcome by increasing the signal power.

Characteristic distortion is an important consideration particularly in wire systems where there is a low-frequency cut-off caused by transformers, and where the transmission band may extend over several octaves with substantial variation in attenuation and phase shift, or may be sharply confined by filters. In wire systems there are also fine structure deviations from a smooth attenuation and phase characteristic of a more or less random nature, resulting from small random impedance variations and mismatches along the lines. Gain and phase deviations remaining even after fairly elaborate equalization may be appreciable and difficult to overcome, especially in systems comprising a large number of repeater sections.

The purpose of this paper is to present a compendium of theoretical fundamentals on pulse transmission in a form suitable for engineering applications, both from the standpoint of design of new pulse transmission systems and pulse transmission over existing facilities. Emphasis is placed on considerations of various system imperfections, because of their importance from the standpoint of transmission performance, and since literature on this question is rather limited. Certain fundamental properties of transmission-frequency characteristics are discussed, together with general relations between frequency and pulse transmission characteristics and special transmission characteristics of importance in pulse systems. This is followed by a presentation of methods of evaluating pulse distortion from various types of gain and phase deviations, together with resultant transmission impairments or limitations on pulse transmission rates in low-pass, symmetrical and asymmetrical sideband
systems. Conversely, these methods may be used in the design of pulse modulation systems to evaluate requirements imposed on the transmission characteristics for a given transmission performance.

Transmission impairments may result from system imperfections other than characteristic distortion, which require a different theoretical approach and are not considered here. Among them are erratic timing of pulses, thermal and other noise within the transmission system and interference from outside sources, such as other communication systems or atmospheric disturbances.

1. PROPERTIES OF TRANSMISSION-FREQUENCY CHARACTERISTICS

A basic parameter of transmission systems is the transmission-frequency characteristic

\[ T(i\omega) = A(\omega)e^{-i\psi(\omega)}, \]

(1.01)
in which \( \omega = 2\pi f \) is the radian frequency, \( A(\omega) \) is the amplitude and \( \psi(\omega) \) the phase characteristic. The transmission-frequency characteristic may designate the ratio of received voltage to transmitted current, of received current to transmitted voltage, of received to transmitted current or of received to transmitted voltage. The two latter ratios are not the same except for symmetrical networks with impedance matching at both ends. For symmetrical structures having appreciable attenuation, such as transmission lines between repeaters, the ratios are virtually the same with impedance matching at the receiving end. In the following, \( T(i\omega) \) will designate any of the above ratios, as the case may be.

When a number of networks are connected in series, as is usually the case in transmission systems, the resultant transmission characteristic is

\[ T(i\omega) = T_1(i\omega) T_2(i\omega) \cdots T_n(i\omega), \]

\[ = (A_1 A_2 \cdots A_n) e^{-i(\psi_1+\psi_2+\cdots+\psi_n)}, \]  

(1.02)

where \( T_1, T_2, \ldots, T_n \) are the transmission characteristics of the individual networks with the same impedance terminations as encountered in the series arrangement, i.e. as measured in place or with equivalent terminations.

The phase characteristic \( \psi \) can in general be regarded as the sum of three components. The first is the minimum phase shift component, \( \psi^0 \), which has a definite relation to the amplitude characteristic of the system, and is of particular interest in connection with phase distortion with different types of amplitude characteristics. The second is a
linear component $\omega \tau_d$, which represents a constant transmission delay $\tau_d$ for all frequencies, as in the case of an ideal delay network. Ladder type structures and transmission lines have phase characteristics which can be represented by the above two components. The third component can be represented by a lattice structure with constant amplitude characteristic but varying phase. Such a network component may be present in a transmission system or may be inserted intentionally for phase equalization, i.e. to supplement the first component above so as to secure a linear phase characteristic without altering the amplitude characteristic of the system.

The following discussion is concerned with the relationship of the first component to the amplitude characteristic of the system, or conversely.

The natural logarithm of the transmission-frequency characteristic given by (1.01) is

$$\ln T(i\omega) = \ln A(\omega) - i\psi(\omega). \quad (1.03)$$

The component $\ln A(\omega)$ is referred to as the attenuation characteristic, and when expressed in decibels equals $8.69 \ln A(\omega)$.

The following relations exist between the attenuation and phase characteristics of minimum phase shift systems or system components$^{1,2}$

$$\ln A(\omega) = -\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\psi^0(u)}{\omega - u} \, du = \frac{2}{\pi} \int_{0}^{\infty} \frac{u\psi^0(u)}{u^2 - \omega^2} \, du, \quad (1.04)$$

and

$$\psi^0(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\ln A(u)}{\omega - u} \, du = -\frac{2}{\pi} \int_{0}^{\infty} \frac{\omega\ln A(u)}{u^2 - \omega^2} \, du. \quad (1.05)$$

In the evaluation of these integrals, the principal values are to be used, i.e., results of the form $\ln(-u)$ are to be taken as $\ln |u| + i\pi$.

As an example consider an attenuation characteristic as shown in Fig. 1, with $A(\omega) = A_0$ between $\omega = 0$ and $\omega_c$ and $A_1$ between $\omega = \omega_c$ and $\infty$. Equation (1.05) then becomes

$$\psi^0(\omega) = -\frac{2\omega}{\pi} \left[ \ln A_0 \int_{0}^{\omega_c} \frac{du}{u^2 - \omega^2} + \ln A_1 \int_{\omega_c}^{\infty} \frac{du}{u^2 - \omega^2} \right],$$

$$= \frac{1}{\pi} \ln(A_0/A_1) \ln \left| \frac{\omega_c + \omega}{\omega_c - \omega} \right|. \quad (1.06)$$

In Fig. 1 is shown the phase characteristic for $A_0/A_1 = 100$, corresponding to a 40 db cutoff at $\omega = \omega_c$. 
In Fig. 2 the attenuation and phase characteristics are shown as a function of $\omega/\omega_c$ for $\omega < \omega_c$ and as a function of the inverse ratio $\omega_c/\omega$ for $\omega > \omega_c$. It will be noticed that for the above case the phase characteristic is infinite for $\omega/\omega_c = 1$ and has even symmetry about this point, while the attenuation characteristic has odd symmetry with respect to the midpoint of the amplitude discontinuity. The phase characteristic may be modified by a gradual cutoff in the attenuation characteristic, as illustrated in the figure. It is possible to shape the attenuation characteristic to obtain a linear phase characteristic in the transmission band, i.e. between $\omega/\omega_c = 0$ and 1. Since transmission systems with a
linear phase characteristic in this range are of particular importance in pulse transmission, this case will be considered further.

It will be assumed that the phase characteristic has even symmetry when expressed in the scales of Fig. 2, in which case the phase characteristic as shown by the solid lines in Fig. 3 is given by

$$\psi^0(\omega) = \omega \tau \quad \omega/\omega_c < 1,$$
$$= \omega_c^2 \tau/\omega \quad \omega/\omega_c > 1. \quad (1.07)$$

With these expressions in (1.04) the attenuation characteristic becomes:

$$\ell n A(\omega) = \frac{2\omega_c \tau}{\pi} \left[ 1 + \frac{1}{2} \left( \frac{\omega_c}{\omega} - \frac{\omega}{\omega_c} \right) \ell n \frac{1 + \omega/\omega_c}{1 - \omega/\omega_c} \right].$$

For $\omega = 0$, the latter expression approaches the limit $\ell n A(0) = 4\omega_c \tau/\pi$, so that

$$\ell n A(\omega)/A(0) = -\frac{2\omega_c \tau}{\pi} \left[ 1 + \frac{1}{2} \left( \frac{\omega}{\omega_c} - \frac{\omega_c}{\omega} \right) \ell n \frac{1 + \omega/\omega_c}{1 - \omega/\omega_c} \right]. \quad (1.08)$$

which is the attenuation characteristic shown in Fig. 3.

Other attenuation characteristics with a linear phase characteristic between $\omega/\omega_c = 0$ and 1 are possible with other types of variations in the attenuation or phase characteristic for $\omega/\omega_c > 1$ than assumed above. For example, the attenuation characteristics may be assumed
constant for $\omega/\omega_c > 1$, in which case the attenuation characteristic will be somewhat different for $\omega/\omega_c < 1$ and the phase characteristic different for $\omega/\omega_c > 1$, as illustrated in Fig. 3. (The solution for the latter case is given in Reference 2.) It will be noticed that there is a comparatively minor difference between the attenuation characteristics for $\omega/\omega_c < 1$ in the above cases, so that the attenuation characteristic for $\omega/\omega_c > 1$ has a relatively minor effect, provided there is no discontinuity near $\omega/\omega_c = 1$. The transmission loss characteristics shown in Fig. 3 represent a close approximation to the type of characteristic employed in pulse transmission systems, as will be shown later.

In the above examples low-pass characteristics were assumed. For high-pass characteristics the algebraic sign of the phase is reversed with respect to the amplitude characteristic as indicated in Fig. 4, which also illustrates relationships for band-pass characteristics. The band-pass characteristics are obtained by connecting low-pass and high-pass networks in tandem. The resultant attenuation and phase characteristics are obtained by adding the low and high-pass attenuation and phase characteristics, as illustrated in the figure. In the second case shown in the figure, the band-pass characteristic is assumed to have a linear phase characteristic in the transmission band, in which case the attenuation characteristic will not be symmetrical about the midband frequency, unless the latter is high in relation to the bandwidth. The third case illustrates the type of band-pass characteristic encountered in wire systems with a low-frequency cutoff. There will then be phase distortion at the low end of the band, since it is not feasible with a fairly sharp low-frequency cutoff to obtain a linear phase characteristic in the transmission band.

If the amplitude or attenuation characteristic of a transmission system is modified, it will be accompanied by a modification in the phase characteristic. Of basic importance are cosine modifications in the attenuation and amplitude characteristics. Let the modified amplitude characteristic be of the form

$$A(\omega) = A_0(\omega) e^{a \cos \omega \tau}, \quad (1.09)$$

where $A_0(\omega)$ is the original amplitude characteristic. The modified attenuation characteristic is then

$$\ln A(\omega) = \ln A_0(\omega) + a \cos \omega \tau. \quad (1.10)$$

In accordance with (1.05) the modified phase characteristic becomes,

$$\psi(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\ln A_0(\omega)}{\omega - u} \, du + \frac{a}{\pi} \int_{-\infty}^{\infty} \frac{\cos \omega \tau}{\omega - u} \, du, \quad (1.11)$$

$$= \psi_0(\omega) + a \sin \omega \tau,$$
where \( \psi_0(\omega) \) is the phase characteristic of the original amplitude characteristic \( A_0(\omega) \).

Thus, for any cosine modification in the attenuation characteristic there is a corresponding sine modification in the phase characteristic, and for any sine modification in the phase characteristic a corresponding cosine modification in the attenuation characteristic. In general any modification in the attenuation characteristic may be represented by a Fourier cosine series, in which case the modification in the phase characteristic will be the corresponding Fourier sine series.

With a cosine modification in the amplitude rather than in the at-

![Fig. 4 - Attenuation and phase shift for various types of transmission frequency characteristics.](image-url)
tenuation characteristic

\[ A(\omega) = A_0(\omega) \left[ 1 + a \cos \omega \tau \right], \]  

(1.12)

and the corresponding phase characteristic becomes

\[
\psi^0(\omega) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\ln A_0(u)[1 + a \cos \omega \tau]}{\omega - u} \, du,
\]

\[
= \psi_0(\omega) + 2 \tan^{-1} \frac{r \sin \omega \tau}{1 + r \cos \omega \tau},
\]

(1.13)

\[
= \psi_0(\omega) + 2[r \sin \omega \tau + \frac{r^2}{2} \sin 2 \omega \tau
\]

\[
+ \frac{r^3}{3} \sin 3 \omega \tau + \ldots
\]

where

\[ r = \frac{1}{a} \left[ 1 \mp \sqrt{1 - a^2} \right], \]  

(1.14)

and the minus sign is to be used.

Thus, a cosine modification in the amplitude characteristic is accompanied by an infinite series of sine deviations in the phase characteristic. For sufficiently small values of \( a, r \approx a/2 \) and (1.13) reduces to (1.11).

2. FREQUENCY AND IMPULSE TRANSMISSION CHARACTERISTICS

In dealing with pulse transmission, it is customary to consider three basic types of time variations of currents and electromotive forces, a cisoidal variation, a unit impulse and a unit step. The cisoidal variation, \( e^{i\omega t} \), is basic in the solution of network and transmission problems in terms of complex impedances and admittances. The unit impulse is a current or electromotive force of very high intensity and short duration, such that the area under the impulse is unity. The unit step is a current or electromotive force which is zero for \( t < 0 \) and unity thereafter.

The time responses of networks or transmission systems to these three basic time functions are interrelated so that each may be obtained when one of the others is known. Furthermore, the time responses for electromotive forces or currents of arbitrary wave shape may be obtained from the response characteristic for any one of these basic time functions.

The pulses applied in pulse systems can usually be approximated by impulses. Furthermore, with impulses certain simple relationships can be established which are either obscured or more complicated when a
unit step is assumed. For these reasons, only the transmission characteristic for impulses will be considered here, or for pulses of sufficiently short duration to be regarded as impulses.

Corresponding to any transmission-frequency characteristic is an impulse transmission characteristic, \( P(t) \), which designates the received pulse as a function of time for a transmitted unit impulse. The impulse and transmission frequency characteristics are interrelated by the following Fourier integral relations

\[
P(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} T(i\omega) e^{i\omega t} \, d\omega, \tag{2.01}
\]

\[
T(i\omega) = \int_{-\infty}^{\infty} P(t) e^{-i\omega t} \, dt. \tag{2.02}
\]

The transmission characteristic for an applied pulse or signal of arbitrary shape \( G(t) \) is given by

\[
H(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} T(i\omega) S(i\omega) e^{i\omega t} \, d\omega, \tag{2.03}
\]

where \( S(i\omega) \) is the frequency spectrum of the applied pulse and is given by

\[
S(i\omega) = \int_{-\infty}^{\infty} G(t) e^{-i\omega t} \, dt. \tag{2.04}
\]

In the case of a symmetrical pulse \( S(i\omega) \) is a real function.

In view of (1.01), expression (2.03) may also be written

\[
H(t) = \frac{1}{\pi} \int_{0}^{\infty} A(\omega) S(\omega) \cos (\omega t - \psi(\omega)) \, d\omega, \tag{2.05}
\]

where the relations \( A(-\omega) = A(\omega) \), \( S(-\omega) = S(\omega) \), \( \psi(-\omega) = -\psi(\omega) \) have been used, and it is assumed that \( S(i\omega) = S(\omega) \) is a real function, as for a symmetrical pulse.

In most pulse transmission systems, the applied pulses can be approximated by short rectangular pulses. Rectangular pulses of unit amplitude and duration \( \delta \) have a frequency spectrum

\[
S(\omega) = \delta \frac{\sin \omega \delta/2}{\omega \delta/2}. \tag{2.06}
\]

The same pulse transmission characteristic as when an impulse is applied is obtained with a rectangular pulse if \( A(\omega) \) is modified by the factor \((\omega \delta/2)/\sin (\omega \delta/2)\). In the following it will be assumed that the applied pulses are of sufficiently short duration to be regarded as im-
pulses or that otherwise the above modification is applied, in which case

\[ P(t) = \frac{\delta}{\pi} \int_0^{\infty} A(\omega) \cos[\omega t - \psi(\omega)] \, d\omega. \]  

(2.07)

In the latter equation \( A(\omega) \) can also be regarded as the frequency spectrum of a pulse applied to a transmission system having a constant amplitude characteristic and a phase characteristic \( \psi(\omega) \) over the band of the pulse spectrum.

Equation (2.07) applies to any type of transmission-frequency characteristic and is convenient in this form for low-pass characteristics. For band-pass characteristics as shown in Fig. 5 however, it is convenient from the standpoint of general analysis as well as for numerical evaluation to use a reference frequency \( \omega_r \) within the transmission band, that is, to employ the transformation \( \omega = \omega_r + u \quad d\omega = du \).

With the notation

\[ \alpha(u) = A(\omega) = A(u + \omega_r), \]
\[ \Psi(u) = \psi(\omega) - \psi(\omega_r) = \psi(\omega) - \psi_r, \]  

(2.08)
equation (2.07) can be written:

\[ P(t) = \cos (\omega_r t - \psi_r)[R_-(t) + R_+(t)] + \sin (\omega_r t - \psi_r)[Q_-(t) - Q_+(t)]. \]  

(2.09)

\[ R_- = \frac{1}{\pi} \int_{-\infty}^{\infty} \alpha(-u) \cos [ut + \Psi(-u)] \, du, \]  

(2.10)

\[ R_+ = \frac{1}{\pi} \int_{0}^{\infty} \alpha(u) \cos [ut - \Psi(u)] \, du, \]  

\[ Q_- = \frac{1}{\pi} \int_{-\infty}^{0} \alpha(-u) \sin [ut + \Psi(-u)] \, du, \]  

and

\[ Q_+ = \frac{1}{\pi} \int_{0}^{\infty} \alpha(u) \sin [ut - \Psi(u)] \, du. \]  

(2.11)

The envelope \( \bar{P}(t) \) of the impulse transmission characteristic is given by

\[ \bar{P}(t) = [(R_- + R_+)^2 + (Q_- - Q_+)^2]^{1/2}. \]  

(2.12)

Comparison of (2.09) with (2.07) shows that \( R_- \) and \( R_+ \) can be identified with the impulse characteristics of low-pass systems having the same frequency characteristics as the bandpass system below and above \( \omega_r \). The impulse characteristics \( Q_- \) and \( Q_+ \) which arise from asymmetry in the transmission characteristic with respect to \( \omega_r \) are not present in low-pass systems, since by definition the amplitude characteristic has even symmetry and the phase characteristic odd symmetry with respect to zero frequency.

The first and second components of (2.09) are referred to as the in-phase and quadrature components of the impulse characteristic of band-pass systems. The transmission-frequency characteristic may correspondingly be regarded as made up of a component with even symmetry and another component with odd symmetry about \( \omega_r \), as indicated in Fig. 6. These two components, together with the in-phase and quadrature components, will depend on the choice of \( \omega_r \). However, \( P(t) \) as given by (2.09) and the envelope as given by (2.12), will remain the same, since a single impulse characteristic is associated with a given transmission-frequency characteristic.

With the customary pulse transmission methods, the reference frequency \( \omega_r \) may be identified with a modulating or carrier frequency, which has a special significance when the envelope of a sequence of received pulses is considered. Although for a single pulse the envelope
is always the same, for a sequence of pulses the resultant envelope of the received pulse train will depend on the in-phase and quadrature components. The reason for this is that one has even and the other odd symmetry about the peak amplitude of the envelope for a single pulse, when the phase characteristic is linear.

In order to compare the transmission performance as the reference or carrier frequency is changed, it is necessary to determine the in-phase and quadrature components for each carrier frequency under consideration. One method is to evaluate integrals (2.10) and (2.11) for each carrier frequency, which may be facilitated by resolving the transmission-frequency characteristic into symmetrical and anti-symmetrical components as indicated in Fig. 6. This, however, is a rather elaborate procedure which can be avoided with the aid of a simple translation from one reference or carrier frequency to another, as shown below, provided the in-phase and quadrature components or the envelope has been determined for one reference frequency.

Equation (2.09) may also be written, with \( \phi = \phi(t) \):

\[
P(t) = \cos(\omega t - \psi_r - \phi) \bar{P}(t),
\]

\[
= \cos(\omega t - \psi_r) \cos \varphi \bar{P}(t) + \sin(\omega t - \psi_r) \sin \varphi \bar{P}(t).
\]
Comparison of (2.13) with (2.09) shows that:

\[ R_- + R_+ = \cos \varphi \overline{P}(t), \]
\[ Q_- - Q_+ = \sin \varphi \overline{P}(t), \]
\[ \tan \varphi = (Q_- - Q_+)/ (R_- + R_+). \]
(2.14) (2.15)

To find the corresponding components when \( \omega_r \) is changed to \( \omega_r' \), equation (2.13) may be written

\[ P(t) = \cos[\omega_r't - \psi_r' - (\omega_r' - \omega_r)t + (\psi_r' - \psi_r) - \varphi] \overline{P}(t) \]
\[ = \cos(\omega_r't - \psi_r' - \varphi') \overline{P}(t), \]
(2.16)

where \( \varphi' = \varphi'(t) \) is given by:

\[ \varphi' = \varphi + (\omega_r' - \omega_r)t - (\psi_r' - \psi_r), \]
\[ = \varphi + \omega_y t - \psi_y. \]
(2.17)

Thus, when the reference frequency is changed by \( \omega_y \) and its phase by \( \psi_y \), the corresponding in-phase and quadrature components become:

\[ R_-' + R_+': = \cos(\varphi + \omega_y t - \psi_y) \overline{P}(t), \quad \text{and} \]
\[ Q_-' - Q_+': = \sin(\varphi + \omega_y t - \psi_y) \overline{P}(t), \]
(2.18)

To summarize, when the in-phase and quadrature components have been determined for any reference frequency \( \omega_r \) from (2.10) and (2.11), and the envelope \( \overline{P} \) together with the function \( \varphi \) from (2.12) and (2.14), the in-phase and quadrature components for another reference frequency \( \omega_r' \) can readily be determined with the aid of (2.18). In the particular case where the amplitude characteristic has even and the phase characteristic odd symmetry with respect to the midband frequency, the quadrature component disappears with respect to the midband frequency, so that \( \varphi = 0 \) and (2.18) simplifies to

\[ R_-' + R_+': = \cos(\omega_y t - \psi_y) \overline{P}(t), \quad \text{and} \]
\[ Q_-' - Q_+': = \sin(\omega_y t - \psi_y) \overline{P}(t). \]
(2.19)

The above relations (2.18) and (2.19) facilitate comparison of transmission performance as the reference or carrier frequency is changed, for example the comparison of double with vestigial sideband transmission, as illustrated in section 14.
3. IDEALIZED CHARACTERISTICS WITH SHARP CUTOFF

In pulse transmission theory, particularly in dealing with transmission capacity of idealized transmission systems, an ideal low-pass transmission frequency characteristic is ordinarily assumed, with constant amplitude and delay in the transmission band together with an abrupt cutoff at the top frequency and zero amplitude beyond, as shown in Fig. 7. As is evident from Fig. 1, this type of characteristic is an abstraction which cannot be physically realized since it will have phase distortion and infinite transmission delay. It can, however, be approached with sufficiently elaborate phase equalization.

For the above type of characteristic, \( A(\omega) = 1 \) between \( \omega = 0 \) and \( \omega_1 \), while \( \psi(\omega) = \omega \tau_d \), where \( \tau_d \) is the transmission delay. With these values in (2.07):

\[
P(t) = \frac{\delta \omega_1 \sin \omega_1 t_0}{\pi \omega_1 t_0},
\]

where \( t_0 = t - \tau_d \) is the time referred to the peak amplitude of the received pulse.

The resultant pulse transmission characteristic is shown in Fig. 7, with the factor \( \delta \omega_1 / \pi \) omitted. The peak amplitude is attained after an infinite time, since the above type of characteristic can be realized only with \( \tau_d \to \infty \). The impulse characteristic is zero when \( \omega_1 t_0 = \pm n\pi \), or \( t_0 = \pm \tau_1 \), \( \pm 2\tau_1 \), \( \ldots \) \( \pm n\tau_1 \) where

\[
\tau_1 = \frac{1}{2f_1}.
\]

Impulses can thus be transmitted at the latter intervals without...
mutual interference between the peaks of the received pulses. This is a basic theorem underlying the determination of the transmission capacity of idealized systems.\textsuperscript{5}

For an idealized bandpass characteristic between $\omega_0$ and $\omega_1$, it follows from (2.09) with $\Psi(u) = u \tau_d$ and $\Psi(-u) = -u \tau_d$ that the impulse characteristic with respect to the midband frequency $\omega_r = \omega_m$ is

$$P(t) = 2 \cos[\omega_ml_0 - \psi_0] \overline{P}(t),$$

(3.03)

where $\overline{P}(t)$ is given by (3.01) and $\psi_0 = \Psi_m - \omega_m \tau_d$ is the phase intercept at zero frequency. For the transmission characteristic to be ideal in the sense that the peak pulse amplitude occurs when $t_0 = t - \tau_d = 0$, it is necessary that $\psi_0 = \pm n\pi$, where $n$ is an integer. This is not necessary if the bandwidth is small in relation to the midband frequency. There will then be a large number of cycles of the modulating frequency $\omega_m$ within the envelope $\overline{P}(t)$, and the latter can be recovered by envelope detection regardless of the phase of the modulating frequency.

With $\psi_0 = \pm n\pi$,

$$P(t) = \frac{2\omega_1\delta}{\pi} \cos \frac{\omega_ml_0}{\omega_m l_0} \sin \frac{\omega_ml_0}{\omega_m l_0},$$

(3.04)

$$= \frac{\omega_1\delta}{\pi} \sin \frac{\omega_ml_0}{\omega_m l_0} - \frac{\omega_0\delta}{\pi} \sin \frac{\omega_0 l_0}{\omega_0 l_0},$$

(3.05)

where $\omega_m = (\omega_0 + \omega_1)/2$ and $\omega_s = (\omega_1 - \omega_0)/2$.

The shape of the impulse characteristic as given by (3.04) is illustrated in the upper half of Fig. 8. Alternately the impulse characteristic may be regarded as made up of two components in accordance with (3.05). The first component corresponds to a low-pass characteristic of bandwidth $\omega_1$, the second component to a negative low-pass characteristic of bandwidth $\omega_0$, as indicated in the lower part of the Fig. 8.

The factor $\sin \omega_ml_0/\omega_m l_0$ in (3.04) is zero at the same intervals as for a low-pass characteristic of bandwidth $\omega_s$, as shown in Fig. 8, so that pulses may be transmitted at the same rate without mutual interference between pulse peaks. The bandwidth in the present case, however, is $2\omega_s = \omega_1 - \omega_0$, so that for the same bandwidth the pulse transmission rate is half as great as for a low-pass characteristic.

An exception to this is the particular case when $\omega_1 = 2\omega_0$, so that the total bandwidth is $\omega_0$. The factor $\sin \omega_0 l_0/\omega_m l_0$ in (3.05) is then zero at intervals $\tau_0 = 1/2f_0$, while the factor $\sin \omega_0 l_0/\omega_0 l_0$ is zero at intervals $1/2f_1 = 1/4f_0$, as shown in Fig. 9. Pulses may accordingly in principle be
Fig. 8 — Idealized band-pass characteristics and corresponding impulse transmission characteristics.
transmitted without mutual interference at the same rate as for a low-pass characteristic of bandwidth $\omega_0$, or at the same rate as with single sideband transmission over a band-pass system of bandwidth $\omega_0$. More generally, pulses can in principle be transmitted without mutual interference between pulse peaks at the same rate as for a low-pass characteristic of bandwidth $\omega_1 - \omega_0 = 2\omega_s$ if $\omega_0$ is a multiple of $\omega_1 - \omega_0$. It should be noted however, that this pulse transmission rate cannot actually be realized since the phase characteristic will have infinite slope, so that the transmission delay will be infinite. In addition, the zero frequency phase intercept $\psi_0$ must be $\pm n\pi$, a condition which cannot be attained or remain stable in view of the infinite slope of the phase characteristic.

With the envelope given by the factor $\sin \omega_s t_0 / \omega_0 t_0$ in (3.04), the in-phase and quadrature components for any reference frequency can be determined with the aid of (2.19). If the lower band-edge is selected, i.e. $\omega_0 = \omega_s$, then $\omega_0 = \omega_s$. With a linear phase characteristic $\psi_t = \omega_0 t_d$, so that in (2.19) $\omega_0 t - \psi_t = \omega_d t_0$. The in-phase and quadrature components are accordingly obtained by multiplying the envelope by $\cos \omega_d t_0$ and $\sin \omega_d t_0$, respectively.

As an alternate method, the two components can be obtained from

---

**Fig. 9** — Special case of idealized band-pass characteristic in which $\omega_1 = 2\omega_0$ and resultant impulse characteristic is zero at intervals $\tau_0 = \frac{1}{2f_0}$. 

---
(2.09), which with \( R_- = 0, Q_- = 0 \) becomes:

\[
P(t) = \cos \omega t_0 R_+(t) + \sin \omega t_0 Q_+(t),
\]

with

\[
R_+ = \frac{\delta}{\pi} \int_0^{\omega_b} \cos ut_0 \, du,
\]

\[
= \frac{\delta \omega_b \sin \omega t_0}{\omega_b t_0} = \frac{2 \delta \omega_s}{\pi} \cos \omega t_0 \frac{\sin \omega t_0}{\omega t_0}, \quad \text{and}
\]

\[
Q_+ = \frac{\delta}{\pi} \int_0^{\omega_b} \sin ut_0 \, du,
\]

\[
= \frac{\delta \omega_b}{\omega_b t_0} \sin \omega t_0 = \frac{2 \delta \omega_s}{\pi} \sin \omega t_0 \frac{\sin \omega t_0}{\omega t_0},
\]

where \( \omega_b = 2 \omega_s \) is the bandwidth. It will be noticed that \( R_+ \) and \( Q_+ \) are obtained by multiplying the envelope by \( \cos \omega t_0 \) and \( \sin \omega t_0 \) in accordance with (2.19).

---

Fig. 10 — Idealized transmission characteristic with gradual cut-off, 3, obtained by superposition of characteristic with sharp cut-off, 1, and characteristic, 2, with odd symmetry about \( \omega_1 \). Linear phase shift assumed.
4. IDEALIZED CHARACTERISTICS WITH GRADUAL CUTOFF

The idealized transmission characteristics discussed above are of principal interest in that they indicate the physical limitations on pulse transmission rates for a given bandwidth. Even if these impulse characteristics could be realized without undue difficulties from the standpoint of phase equalization, they would be impracticable in most applications. Their oscillatory nature would entail the use of discrete pulse positions and precise synchronized sampling at fixed intervals, and would preclude certain methods of pulse modulation and detection.

The non-linearity in the phase characteristic as well as the oscillations in the impulse characteristic can be reduced with a gradual rather than a sharp cut-off, as illustrated in Fig. 10. It is assumed that an ideal characteristic with a sharp cutoff is supplemented by an amplitude characteristic $\alpha_1$ which has odd symmetry about the cutoff frequency $\omega_1$, i.e., $\alpha_1(-u) = -\alpha_1(u)$.

If the latter component alone is considered, and a linear phase characteristic assumed, it follows from (2.09) with $\omega_1 = \omega$, that the effect of this component on the pulse transmission characteristic is given by

$$P_1(t) = -Q_1 \sin \omega t_0,$$  \hspace{1cm} (4.01)

where $t_0 = t - \tau_d$ and

$$Q_1 = \frac{2\delta}{\pi} \int_0^{\omega_d} \alpha_1(u) \sin ut_0 \, du.$$  \hspace{1cm} (4.02)

The function $P_1(t)$ will be zero at the same points as the original pulse transmission characteristic with a sharp cut-off at $\omega$ and under certain conditions also at other points. It will modify the original impulse characteristic by reducing the oscillatory tail, as illustrated in Fig. 10, but the zero points remain unchanged.$^3$

With the above modification, the resultant impulse characteristic obtained by superposition of (3.01) and (4.02) becomes

$$P(t) = \frac{\delta}{\pi} \sin \omega t_0 \left(\frac{1}{t_0} - 2 \int_0^{\omega_d} \alpha_1(u) \sin ut_0 \, du\right),$$  \hspace{1cm} (4.03)

where

$$F(t) = \left[\frac{1}{t_0} - 2 \int_0^{\omega_d} \alpha_1(u) \sin ut_0 \, du\right].$$  \hspace{1cm} (4.04)

In the following the expression for $F(t)$ is given for the case when the
band-edge is modified by a supplementary characteristic of the form

\[ g_1(u) = \begin{cases} \frac{1}{2}(1 - \sin \pi u/2\omega_x) & u < \omega_x, \\ 0 & u > \omega_x. \end{cases} \]  

(4.05)

This form of \( g_1 \) represents a close approximation to actual modifications of band-edges by a gradual cutoff and also results in rather simple expressions for the modified impulse characteristic.

With (4.05) in (4.04),

\[ F(t) = \frac{1}{t_0} - \int_0^{\omega_x} (1 - \sin \pi u/2\omega_x) \sin ut_0 \, du, \]

\[ = \frac{1}{t_0} - \omega_x \left[ \frac{1 - \cos \omega_x t_0}{\omega_x t_0} + \frac{\cos \omega_x t_0}{\pi + 2\omega_x t_0} - \frac{\cos \omega_x t_0}{\pi - 2\omega_x t_0} \right], \]  

(4.06)

\[ = \omega_x \cos \omega_x t_0 \left[ \frac{1}{\omega_x t_0} + \frac{1}{\pi - 2\omega_x t_0} - \frac{1}{\pi + 2\omega_x t_0} \right], \]

\[ = \frac{1}{t_0} \frac{\cos \omega_x t_0}{1 - (2\omega_x t_0/\pi)^2}. \]

The impulse characteristic obtained from (4.03) is

\[ P(t) = \frac{\delta\omega_1}{\pi} \frac{\sin \omega_1 t_0}{\omega_1 t_0} \frac{\cos \omega_2 t_0}{1 - (2\omega_2 t_0/\pi)^2}, \]  

(4.07)

For the particular case shown in Fig. 11 the value of \( \omega_x \) is taken to be \( \omega_1/2 \).

For a symmetrical bandpass characteristic, as shown in Fig. 12,

\[ P(t) = 2 \cos (\omega_1 t_0 - \psi_0) \bar{P}(t). \]  

(4.08)

\( \bar{P}(t) \) is obtained by replacing \( \omega_1 \) by \( \omega_x \) in (4.07), and \( \psi_0 \) is the phase intercept at zero frequency as in connection with (3.03). This gives

\[ \bar{P}(t) = \frac{\delta\omega_x}{\pi} \frac{\sin \omega_x t_0}{\omega_x t_0} \frac{\cos \omega_x t_0}{1 - (2\omega_x t_0/\pi)^2}. \]  

(4.09)

For the particular case shown in Fig. 12, the value of \( \omega_x \) is taken to be \( \omega_s/2 \).

The in-phase and quadrature components with respect to any frequency are obtained from (2.19) with \( \psi_y = \omega_x t_0 \) and are shown in Fig. 12 for the particular case in which the reference frequency is displaced from the midband frequency by \( \omega_y = \omega_z \).
5. IDEALIZED CHARACTERISTICS WITH NATURAL LINEAR PHASE SHIFT

With the type of amplitude characteristics discussed above it is necessary to employ phase equalization to obtain a linear phase characteristic. Furthermore, oscillations of appreciable amplitude remain in the impulse characteristic. A virtually linear phase characteristic together with a reduction of these oscillations can be attained by a further extension of the gradual cut-off in Fig. 10, such that $\omega_z = \omega_1$. An amplitude characteristic of this type, together with the corresponding impulse characteristic.

![Graph](image)

**Fig. 11** — Low-pass characteristic with gradual cut-off and associated impulse characteristic. Linear phase characteristic assumed.
Fig. 12 — Symmetrical band-pass characteristic with gradual cut-off and associated impulse characteristic. In-phase and quadrature components shown with respect to \( \omega_r = \omega_m - \omega_s \).

The resultant amplitude characteristic and the impulse characteristic are obtained by making \( \omega_z = \omega_1 \) in (4.05) and 4.07.

The resultant amplitude characteristic between \( \omega = 0 \) and \( \omega = 2\omega_1 \) in this case becomes

\[
A(\omega) = \frac{1}{2} \left[ 1 + \cos \frac{\pi \omega}{2\omega_1} \right] = \cos^2 \frac{\pi \omega}{4\omega_1},
\]

and the impulse characteristic:

\[
P(t) = \frac{\xi \omega_1}{\pi} \frac{\sin 2\omega_1 t}{2\omega_1 t_0[1 - (2\omega_1 t_0/\pi)^2]},
\]

where \( \omega_1 \) is the bandwidth to the half-amplitude point on the trans-
mission frequency characteristic and $2\omega_1$ the bandwidth to the point of zero amplitude.

In Fig. 13 is also shown the amplitude characteristic given by (1.08), which will have a linear phase characteristic in the transmission band, i.e. from $\omega = 0$ to $2\omega_1$. Because of the close approximation of (5.01) to the proper type of amplitude characteristic as regards phase linearity, the phase characteristic associated with (5.01) may for practical purposes be regarded as linear.

For a symmetrical band-pass characteristic as shown in Fig. 14, the impulse characteristic is given by (4.08) and the envelope by (4.09) with $\omega_x = \omega_z$, or

$$P(t) = \frac{i\omega_x}{\pi} \frac{\sin 2\omega_0 t}{2\omega_0 t_0 [1 - (2\omega_0 t_0 / \pi)^2]}.$$  \hfill (5.03)

The in-phase and quadrature components shown in Fig. 14 with

(a) IMPULSE CHARACTERISTIC  \hspace{1cm} (b) FREQUENCY CHARACTERISTIC

![Graphs showing impulse and frequency characteristics](image)

Fig. 13 — Low-pass transmission frequency characteristic, 1, and associated impulse characteristic. Frequency characteristic, 2, is same as shown by solid lines in Fig. 3 and has a linear phase characteristic between $\omega = 0$ and $\omega_{\text{max}}$.  

---
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Fig. 14 — Symmetrical band-pass characteristic with linear phase shift and corresponding impulse characteristic. In-phase and quadrature components shown with respect to \( \omega_r = \omega_m - \omega_s \).

respect to a reference frequency at the midpoint of the band-edge are obtained from (2.19) with \( \omega_y = \omega_s \). This gives \( P(t) \cos \omega_s t_0 \) for the in-phase and \( P \sin \omega_s t_0 \) for the quadrature component.

In Fig. 15 is shown a special case of a band-pass characteristic, which corresponds to that illustrated in Fig. 9 with \( \omega_1 = 2\omega_0 \), shown for comparison by dashed lines in Fig. 15. In this particular case \( \omega_m = 3 \omega_0/2 \) and \( \omega_s = \omega_s = \omega_0/2 \). With \( \psi_0 = n\pi \), equation (4.08) in conjunction with (4.09) gives

\[
P(t) = \frac{\delta \omega_0}{2\pi} \cos (\omega_0 t_0/2) \frac{\sin 2\omega_0 t_0 - \sin \omega_0 t_0}{\omega_0 [1 - (\omega_0 t_0/\pi)^2]}.
\] (5.04)
This expression is zero when \( \sin 2\omega_0 - \sin \omega_0 = 0 \), and also when \( \cos \frac{\omega_0}{2} = 0 \). Zero points in the impulse characteristic will occur at uniform intervals \( \tau_0 = \pi/\omega_0 = 1/2f_0 \). Pulses can accordingly be transmitted at these intervals without mutual interference, or at the same rate as for a low-pass characteristic with the bandwidth to the half-amplitude point equal to \( \omega_0 \). This is the same pulse transmission rate as is possible in principle with an ideal band-pass characteristic as shown.

Fig. 15 — Particular case of band-pass characteristic with gradual cut-off in which impulse characteristic is zero at intervals \( \tau_0 = \frac{1}{2f_0} \).
by the dashed lines in Fig. 15. With a gradual cut-off, however, the phase characteristic will be nearly linear and have a finite slope, so that the above pulse transmission rate can be realized provided $\psi_0 = \pm n\pi$. The same pulse transmission rate can also be attained with vestigial side-band transmission, discussed in section 14.

Another particular case of interest is that shown in Fig. 16, in which $\omega_m = 2\omega_s$. In this case (4.08) becomes with $\psi_0 = \pm n\pi$ and with $\bar{P}(t)$ as

---

**Fig. 16** — Particular case of symmetrical band-pass characteristic for which $\omega_m = 2\omega_s$. 

---
Fig. 17 — Modification of frequency characteristic to obtain same response as for impulses, when pulse duration is prolonged to half the pulse interval.

given by (5.03)

\[
P(t) = \frac{\delta \omega_m}{\pi} \cos \omega_m t_0 \frac{\sin \omega_m t_0}{\omega_m t_0 \left[1 - \left(\frac{\omega_m t_0}{\pi}\right)^2\right]} ,
\]

(5.05)

\[
= \frac{\delta \omega_m}{\pi} \frac{\sin 2\omega_m t_0}{2\omega_m t_0 \left[1 - \left(\frac{\omega_m t_0}{\pi}\right)^2\right]} .
\]

Pulses can in this case be transmitted without mutual interference between the pulse peaks at the points shown in the above figure. The effective pulse transmission rate is the same as for a low-pass characteristic between \(\omega = 0\) and \(\omega = 2\omega_m\) with half amplitude at \(\omega_m\).*

As mentioned in Section 2, when pulses of finite duration are employed, the same response as for impulses is obtained if the amplitude characteristic is modified by the factor \((\omega \delta / 2) / \sin (\omega \delta / 2)\). In Fig. 17 is shown the resultant minor modification in the amplitude characteristic (5.01) when the duration of the pulses is equal to half the pulse interval.

The low-pass and band-pass amplitude characteristics considered above can also be regarded as the spectra of pulses applied to a transmission system having a constant amplitude characteristic over the

* W. R. Bennett and C. B. Feldman originally proposed this type of characteristic in an unpublished memorandum, as a means of matching the bandwidth economy of baseband transmission without inclusion of frequencies near zero.
band of the spectra. If the phase characteristic of the system is linear over this band, the received pulses will have the same shape as the impulse characteristics. It should be recognized, however, that there may be appreciable phase distortion within the transmission band or pulse spectrum, if there are amplitude discontinuities beyond the band resulting from a sharp cut-off by filters. Nevertheless, the type of amplitude characteristic or frequency spectrum considered above has decisive advantages from the standpoint of transmission distortion of the pulses, as shown later, since appreciable phase distortion will ordinarily be confined to the edges of the band where the frequency components of the pulse spectrum have low amplitudes.

Another type of amplitude characteristic resembling that shown in Fig. 13 and frequently considered in connection with pulse transmission is a Gaussian characteristic:

\[ A(\omega) = e^{-\sigma^2}. \]  

(5.06)

The corresponding impulse characteristic is

\[ P(t) = \frac{\delta}{2(\pi\sigma)^{1/2}} e^{-t_0^2/4\sigma}. \]  

(5.07)

If it is assumed that the amplitude is reduced to 1 per cent of the peak value after an interval \( t_0 = \pi/\omega_1 \), corresponding to the first zero point of an ideal impulse characteristic, it is necessary that \( t_0^2/4\sigma = 4.6 \), or \( \sigma = .54/\omega_1^2 \). The corresponding amplitude and impulse characteristics are

\[ A(\omega) = e^{-0.54(\omega/\omega_1)^2}, \]  

(5.08)

and

\[ P(t) = \frac{\delta\omega_1}{0.83\pi} e^{-0.46(t_0/\omega_1)^2}. \]  

(5.09)

In Fig. 18 a comparison is made of the two frequency characteristics (5.01) and (5.08) considered above, and of the corresponding impulse characteristics (5.02) and (5.09). The comparison shows that for the same pulse transmission rate and with negligible intersymbol interference, a somewhat wider band must be provided with a Gaussian amplitude characteristic. This is a disadvantage, particularly when the band is restricted within prescribed limits by considerations of interference in adjacent transmission bands, as radio pulse systems.
Amplitude characteristic 1 of Fig. 18 has certain properties, aside from the linearity of the associated phase characteristic, which makes it preferable to a Gaussian as well as other types of amplitude characteristics for most pulse systems. The corresponding impulse characteristic has zero points at intervals \( \tau_1 = \frac{1}{2f_1} \) with the minimum possible oscillation consistent with this property for a given bandwidth. This permits the use of this impulse characteristic for pulse systems with discrete pulse positions with minimum intersymbol interference and considerable tolerance on synchronization. Since the oscillation in the impulse characteristic is inappreciable, it can also be used for pulse systems without discrete pulse positions and with other methods of detection than synchronized instantaneous sampling. In view of these attributes, an amplitude characteristic of the above type, rather than a constant amplitude characteristic with sharp cut-off, may be regarded as ideal when various physical requirements for practicable pulse systems are taken into consideration.
6. PULSE ECHOES FROM PHASE DISTORTION

For any transmission—frequency characteristic the corresponding impulse characteristics can be determined from the Fourier integral relation (2.01). This, however, may involve the evaluation of complicated integrals, which in general would require numerical integration and would be a rather elaborate procedure. A preferable method of sufficient accuracy in most engineering applications is to employ the theoretical solutions given previously for various ideal transmission characteristics with a linear phase shift as a point of departure or first approximation. A satisfactory second approximation can in many instances be secured by evaluating the transmission distortion resulting from a sinusoidal deviation in the phase characteristic. Furthermore, any type of deviation in the phase characteristic can in principle be represented by a Fourier series in terms of harmonic sinusoidal deviations.

Aside from the circumstance that in many cases a sine deviation in the phase characteristic affords a fairly satisfactory approximation to actual phase distortion it has the advantage in theoretical formulation that it permits determination of the resultant pulse distortion by the method of "paired echoes." In the usual application of this method only small phase deviations are considered resulting in a single pair of pulse or signal echoes of small amplitude, and the method is then particularly simple. When delay distortion is appreciable, however, as is frequently the case in wire circuits, it becomes necessary to consider a large number of pulse or signal echoes of considerable amplitude. Since the amplitudes of the pulse echoes may be obtained from available tables of Bessel Functions, the determination of the echoes is, nevertheless, simple in procedure and the determination of the shape of the distorted pulses or other signals not too elaborate.

A given amplitude characteristic within the transmission band may be associated with various phase characteristics, depending on the shape of the amplitude characteristic outside the transmission band and also on whether or not a minimum phase shift system is involved. It is therefore permissible to consider the effect of various departures from a given phase characteristic independent of the amplitude characteristic within the transmission band.

With a sinusoidal departure from a given phase characteristic $\psi_0(\omega)$ as shown in Fig. 19, the modified phase function becomes

$$\psi(\omega) = \psi_0(\omega) - b \sin \omega\tau. \quad (6.01)$$

With
the modified transmission-frequency characteristic becomes
\[ T(i\omega) = T_0(i\omega) e^{ib \sin \omega \tau}, \] (6.02)
which, inserted in (2.01) gives
\[ P(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} T_0(i\omega)e^{ib \sin \omega \tau}e^{i\omega t} \, d\omega. \] (6.03)

The following relation (Jacobi's expansion) in which \( J_1, J_2 \ldots \) are Bessel Functions in their usual notation can now be employed\(^7\)
\[ e^{ib \sin \omega \tau} = J_0(b) + J_1(b)[e^{i\omega \tau} - e^{-i\omega \tau}] \]
\[ + J_2(b)[e^{2i\omega \tau} + e^{-2i\omega \tau}] \]
\[ + J_3(b)[e^{3i\omega \tau} - e^{-3i\omega \tau}] \]
\[ + J_4(b)[e^{4i\omega \tau} + e^{-4i\omega \tau}] + \cdots \] (6.04)

Let \( P_0(t) \) designate the shape of the received pulse or other signal for a transmission frequency characteristic \( T_0(i\omega) \) obtained from (6.03) with \( b = 0 \). In view of (6.04) the solution of (6.03) may then be written
\[ P(t) = J_0(b)P_0(t) + J_1(b)[P_0(t + \tau) - P_0(t - \tau)] \]
\[ + J_2(b)[P_0(t + 2\tau) + P_0(t - 2\tau)] \]
\[ + J_3(b)[P_0(t + 3\tau) - P_0(t - 3\tau)] \]
\[ + J_4(b)[P_0(t + 4\tau) + P_0(t - 4\tau)] + \cdots \] (6.05)

The shape of the received pulse or signal \( P(t) \) is thus obtained by superposing an infinite sequence of pulses or signals of shape \( P_0(t) \). The peak amplitudes of the pulse or signal echoes and the times at which they occur with respect to \( t = 0 \) are given in the following table. The reference point \( t = 0 \) is arbitrarily selected to coincide with the peak of the pulse \( P_0(t) \):

<table>
<thead>
<tr>
<th>Time</th>
<th>(-3\tau)</th>
<th>(-2\tau)</th>
<th>(-\tau)</th>
<th>(0)</th>
<th>(\tau)</th>
<th>(2\tau)</th>
<th>(3\tau)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>(J_2(b))</td>
<td>(J_3(b))</td>
<td>(J_1(b))</td>
<td>(J_0(b))</td>
<td>(-J_1(b))</td>
<td>(J_2(b))</td>
<td>(-J_3(b))</td>
</tr>
</tbody>
</table>

A sufficient number of echoes must be considered until their peak amplitudes become negligible.

The superposition of echoes to obtain the resultant pulse is illustrated in Fig. 20. Instead of plotting the various echoes and combining them
into a resultant pulse or signal as in Fig. 20(e) the equivalent and less laborious method shown in (d) can be employed. With the latter method the pulse $P_0$ is plotted with reversed time scale and its peak made to coincide with the point for which the amplitude of the resultant pulse $P$ is to be determined. The amplitude of $P$ is determined as indicated in the figure. In the particular case where the original phase characteristic $\psi_0$ is linear, the pulses $P_0(t)$ will be symmetrical with respect to their peak amplitude, and this assumption will be made in the following applications.

For amplitudes $b \ll 1$, the Bessel Functions become negligible except for $J_0$ and $J_1$, which are given by $J_0(b) \equiv 1$ and $J_1(b) \equiv b/2$, so that (6.05) becomes

$$P(t) = P_0(t) + \frac{b}{2} P_0(t + \tau) - \frac{b}{2} P_0(t - \tau).$$  \hspace{1cm} (6.06)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure}
\caption{(a) LOW-PASS CHARACTERISTIC}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure}
\caption{(b) BANDPASS CHARACTERISTIC}
\end{figure}

Fig. 19 — Low-pass and band-pass characteristics with sinusoidal phase distortion.
For amplitudes \( b > 1 \), it is necessary to consider a greater number of echoes, as will be evident from Table I for \( b = 1, 2, 5, 10 \) and 15 radians.

The preceding equations apply to low-pass characteristics and also to symmetrical bandpass characteristics, as shown in Fig. 19. In the latter case \( \alpha(u) = \alpha(-u) \) and \( \psi(-u) = -\psi(u) \) in (2.10) and (2.11) so that \( R_+ = R_- \) and \( Q_+ = Q_- \) and (2.09) becomes

\[
P(t) = \cos (\omega_r t - \psi_r) R(t),
\]

where \( R(t) = R_+ + R_- \) and \( \omega_r = \omega_m = \) midband frequency. The envelope \( R(t) \) is accordingly obtained by replacing \( P_0(t) \) in (6.05) by \( R_0(t) \), the envelope in the absence of phase distortion.

In Fig. 20 is shown a particular case of a sine deviation in the phase characteristic and the corresponding delay distortion, which approximates that encountered in many instances. For a low-pass system the phase and delay distortion would be as shown for \( u > 0 \). In this particu-
Table I — Amplitudes of Echoes, $J_n(b)$

<table>
<thead>
<tr>
<th>$n$</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.7652</td>
<td>0.2239</td>
<td>-0.1776</td>
<td>-0.2459</td>
</tr>
<tr>
<td>1</td>
<td>0.4401</td>
<td>0.5767</td>
<td>0.3276</td>
<td>0.434</td>
</tr>
<tr>
<td>2</td>
<td>0.1149</td>
<td>0.3528</td>
<td>0.0466</td>
<td>0.2546</td>
</tr>
<tr>
<td>3</td>
<td>0.0196</td>
<td>0.1289</td>
<td>0.3648</td>
<td>0.0584</td>
</tr>
<tr>
<td>4</td>
<td>0.0340</td>
<td>0.0340</td>
<td>0.3912</td>
<td>-0.2196</td>
</tr>
<tr>
<td>5</td>
<td>0.2611</td>
<td>0.2611</td>
<td>0.2941</td>
<td>0.1305</td>
</tr>
<tr>
<td>6</td>
<td>0.1149</td>
<td>0.3528</td>
<td>0.0466</td>
<td>0.2546</td>
</tr>
<tr>
<td>7</td>
<td>0.0196</td>
<td>0.1289</td>
<td>0.3648</td>
<td>0.0584</td>
</tr>
<tr>
<td>8</td>
<td>0.0340</td>
<td>0.0340</td>
<td>0.3912</td>
<td>-0.2196</td>
</tr>
<tr>
<td>9</td>
<td>0.2611</td>
<td>0.2611</td>
<td>0.2941</td>
<td>0.1305</td>
</tr>
<tr>
<td>10</td>
<td>0.4401</td>
<td>0.5767</td>
<td>0.3276</td>
<td>0.434</td>
</tr>
<tr>
<td>11</td>
<td>0.1149</td>
<td>0.3528</td>
<td>0.0466</td>
<td>0.2546</td>
</tr>
<tr>
<td>12</td>
<td>0.0196</td>
<td>0.1289</td>
<td>0.3648</td>
<td>0.0584</td>
</tr>
<tr>
<td>13</td>
<td>0.0340</td>
<td>0.0340</td>
<td>0.3912</td>
<td>-0.2196</td>
</tr>
<tr>
<td>14</td>
<td>0.2611</td>
<td>0.2611</td>
<td>0.2941</td>
<td>0.1305</td>
</tr>
<tr>
<td>15</td>
<td>0.4401</td>
<td>0.5767</td>
<td>0.3276</td>
<td>0.434</td>
</tr>
<tr>
<td>16</td>
<td>0.1149</td>
<td>0.3528</td>
<td>0.0466</td>
<td>0.2546</td>
</tr>
<tr>
<td>17</td>
<td>0.0196</td>
<td>0.1289</td>
<td>0.3648</td>
<td>0.0584</td>
</tr>
<tr>
<td>18</td>
<td>0.0340</td>
<td>0.0340</td>
<td>0.3912</td>
<td>-0.2196</td>
</tr>
<tr>
<td>19</td>
<td>0.2611</td>
<td>0.2611</td>
<td>0.2941</td>
<td>0.1305</td>
</tr>
<tr>
<td>20</td>
<td>0.4401</td>
<td>0.5767</td>
<td>0.3276</td>
<td>0.434</td>
</tr>
</tbody>
</table>

The particular case the maximum amplitude $b$ is at the maximum frequency $\omega_{\text{max}} = 2\omega_1$, so that $\sin \omega_T = 1$, or $\omega_T = \pi/2$, for $\omega = 2\omega_1$. Hence the interval between pulse echoes is $\tau = \pi/4\omega_1 = 1/8f_1$. The interval $\tau$ is accordingly $\frac{1}{4}$ the interval $\tau_1 = 1/2f_1$ required for the pulse $P_0(t)$ to reach zero amplitude in the absence of phase distortion.
For the particular case illustrated in the above figure, the delay distortion is given by
\[ \frac{d\psi}{d\omega} = -b\tau \cos \omega\tau. \]

When \( \omega = 0 \)
\[ \frac{d\psi}{d\omega} = -b\tau = -d_{\text{max}}. \]  \hspace{1cm} (6.08)

When \( \omega\tau = \tau \omega_{\text{max}} = \pi/2 \)
\[ \frac{d\psi}{d\omega} = 0. \]

Hence
\[ \frac{d\psi}{d\omega} = -d_{\text{max}} \cos (\omega\pi/2\omega_{\text{max}}). \]  \hspace{1cm} (6.09)

With \( \tau = \pi/2\omega_{\text{max}} \) and \( b\tau = d_{\text{max}} \), the following relation is obtained
\[ b = \frac{2}{\pi} \frac{\omega_{\text{max}} d_{\text{max}}}{d_{\text{max}}} = 4f_{\text{max}} d_{\text{max}}. \]  \hspace{1cm} (6.10)

In Fig. 22 are shown the positions of the pulse echoes for the above case on a numerical scale \( t \cdot f_{\text{max}} \), together with their amplitudes for \( b = 5 \) radians. On this scale the interval between pulse echoes \( \tau = 1/4f_{\text{max}} \) is \( \frac{1}{4} \). In the same figure is shown an assumed pulse shape in the absence of phase distortion, which is the same as shown in Fig. 13, except that the small tail has been neglected. The peak of the pulse is taken at \( t f_{\text{max}} = -0.75 \), and the amplitude of the resultant pulse at the

![Illustrative example of calculation of impulse characteristic shown in Fig. 23, by method illustrated in Fig. 20(d).](image-url)
corresponding point obtained by the method illustrated in d of Fig. 20 is

\[ P = 1 \cdot 0.365 + 0.85 (0.39 + 0.05) \]

\[ + 0.5 (0.26 - 0.328) + 0.15 (0.131 - 0.178) \]

\[ = 0.70. \]

In Fig. 23 are shown the resultant pulses obtained by the above method for various values of \( b \) and the corresponding values of \( d_{\text{MAX}}f_{\text{MAX}} \). Since the interval between pulse echoes is small in relation to the duration of the pulse \( P_0(t) \), as seen from Fig. 22, the individual pulse echoes cannot be discerned in the resultant pulses shown in Fig. 23. It will be noticed that as \( b \) increases, the pulses are received with decreasing transmission delay, which is due to the choice of reference delay in the delay distortion curve. That is, as \( d_{\text{MAX}} \) or \( b \) is increased, the delay becomes increas-
ingly negative with respect to \( d_{\text{max}} = 0 \) used for reference. The curves apply to a band-pass system as indicated in the figure, and also to a low-pass system having the delay distortion shown above the midband frequency of the band-pass system.

An improved approximation to phase distortion is sometimes obtained by considering two sine deviations in the phase characteristic. If the phase characteristic is given by

\[
\psi(\omega) = \psi_0(\omega) - b' \sin \omega \tau - b'' \sin \omega \tau',
\]

(6.11)

Fig. 24 — Shape of delay distortion with combined fundamental and third harmonic cosine variation in delay.
the combined effect of the two sine deviations is obtained by first determining the effect of \(-b' \sin \omega \tau'\) from (6.05). The value of \(P(t) = P_1(t)\) thus obtained from (6.05) with \(b = b'\) and \(\tau = \tau'\) is next substituted for \(P_0(t)\) in (6.05), with \(b = b''\) and \(\tau = \tau''\) to evaluate the effect of \(-b'' \sin \omega \tau''\). That is, the system is considered to consist of a tandem arrangement of two components, the first with a phase distortion \(-b' \sin \omega \tau\) and the second with phase distortion \(-b'' \sin \omega \tau''\).

In Fig. 24 is shown a particular case in which the second component is a triple harmonic of the first with amplitude \(b'' = -0.0435b'\). This results in an improved approximation to the delay distortion encountered in certain wire facilities, where the band is sharply confined by filters. In Fig. 25 is shown the pulse shape for this case with \(b' = 15\) radians, together with that for a single sine deviation of \(b = 15\) radians.

It will be recognized from the above that as the number of sine com-
ponents required to represent a given phase distortion increases, the
determination of the resultant pulse becomes rather laborious, unless
the sine deviations are all small in amplitude. In the latter case each
sine deviation corresponds in a first approximation to a single pair of
echoes, so that the effect of a number of sine deviations can be obtained
by direct superposition.

7. PULSE ECHOES FROM AMPLITUDE DISTORTION

Departures from a given amplitude characteristic may in certain cases
be approximated by a single cosine variation, as illustrated in Fig. 26. 
Since the amplitude characteristic is an even function of \( \omega \), any departure
from a given amplitude characteristic may be represented by a cosine
Fourier series. The effect of a cosine variation in the amplitude charac­
teristic is therefore of basic interest.

A cosine variation will in general be accompanied by a change in the
phase characteristic, as discussed in Section 1, but it will first be assumed
that phase correction is employed to maintain a fixed phase characteris­
tic.

Let \( A_0(\omega) \) be the original amplitude characteristic and let the modified
amplitude characteristic be of the form

\[
A(\omega) = A_0(\omega)[1 + a \cos \omega \tau].
\]  
(7.01)

Equation (2.01) for the impulse transmission characteristic then be­
comes, with \( T_0(i\omega) = A_0(\omega)e^{-i\phi(\omega)} \),

\[
P(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} T_0(i\omega) \left[ 1 + \frac{a}{2} (e^{i\omega \tau} + e^{-i\omega \tau}) \right] e^{i\omega t} d\omega,
\]  
(7.02)

\[
= P_0(t) + \frac{a}{2} P_0(t + \tau) + \frac{a}{2} P_0(t - \tau).
\]

(a) RATIO OF AMPLITUDE
CHARACTERISTICS

\[ \frac{A(\omega)}{A_0(\omega)} = 1 + a \cos \omega \tau \]

(b) IMPULSE CHARACTERISTIC

\[ \frac{3}{2} P_0(t + \tau) \]
\[ \frac{3}{2} P_0(t - \tau) \]

Fig. 26 — Pulse echoes from cosine variation in amplitude characteristic with­
out change in phase characteristic.
There will thus be pulse or signal echoes of amplitude \( a/2 \) at the time \( \tau \) before and after the main pulse as illustrated in Fig. 26.

With a cosine variation in the attenuation rather than in the amplitude characteristic, the modified amplitude characteristic becomes

\[
A(\omega) = A_0(\omega) e^{a \cos \omega \tau}, \tag{7.03}
\]

and the modified impulse characteristic

\[
P(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} T_0(i\omega)e^{a \cos \omega \tau} e^{i\omega t} d\omega. \tag{7.04}
\]

The expansion corresponding to (6.04) is in this case:

\[
e^{a \cos \omega \tau} = I_0(a) + I_1(a)(e^{i\omega \tau} + e^{-i\omega \tau}) + I_2(a)(e^{2i\omega \tau} + e^{-2i\omega \tau}) + I_3(a)(e^{3i\omega \tau} + e^{-3i\omega \tau}) + \cdots \tag{7.05}
\]

where \( I_1, I_2 \cdots \) are Bessel functions for imaginary arguments in their usual notation.

The resultant modified impulse characteristic in this case becomes

\[
P(t) = I_0(a)N_0(t) + I_1(a)[N_0(t + \tau) + N_0(t - \tau)] + I_2(a)[N_0(t + 2\tau) + N_0(t - 2\tau)] + I_3(a)[N_0(t + 3\tau) + N_0(t - 3\tau)] + \cdots \tag{7.06}
\]

which can be interpreted in a similar way as discussed for (6.05). For small values of \( a, I_0(a) \equiv 1, I_1(a) \equiv a/2 \) and the remaining terms in (7.06) negligible, so that (7.02) is obtained.

As discussed in Section 1, when the amplitude characteristic is modified in accordance with (7.01), the resultant modification in the phase characteristic is in accordance with (1.13)

\[
\psi_1 = 2 \tan^{-1} \frac{r \sin \omega \tau}{1 + r^2 \cos \omega \tau}. \tag{7.07}
\]

The modified transmission-frequency characteristic is in this case

\[
T(i\omega) = T_0(i\omega)(1 + a \cos \omega \tau)e^{-i\psi_1}, \tag{7.08}
\]

which can be transformed into

\[
T(i\omega) = T_0(i\omega) \frac{1}{1 + r^2 (1 + re^{-i\omega \tau})^2}, \tag{7.09}
\]

\[
= T_0(i\omega) \frac{1}{1 + r^2 (1 + 2re^{-i\omega \tau} + r^2 e^{-2i\omega \tau})}.
\]
Thus, with a cosine variation in the amplitude characteristic in accordance with (7.01), accompanied by a minimum phase shift change in the phase characteristic in accordance with (7.07), the modified impulse characteristic becomes

\[ P(t) = \frac{1}{1 + r^2} [P_0(t) + 2rP_0(t - \tau) + r^2P_0(t - 2\tau)], \quad (7.10) \]

where

\[ r = \frac{1}{a} [1 - \sqrt{1 - a^2}]. \quad (7.11) \]

The received pulse or signal \( P(t) \) will thus consist of three components each having the same shape as the pulse or signal \( P_0(t) \), but differing in amplitude and displaced in time, as indicated in Fig. 27.

For small values of the amplitude \( a \) of the cosine deviation, \( r \approx a/2 \) and \( 1 + r^2 \leq 1 \), so that

\[ P(t) = P_0(t) + aP_0(t - \tau) + \frac{a^2}{4} P_0(t - 2\tau). \quad (7.11) \]

The solution for a somewhat similar case given elsewhere,\(^9\) has an infinite number of echoes, with the second echo given by \( a^2P_0(t - 2\tau) \) rather than \( (a^2/4)P_0(t - 2\tau) \) as above. In the case referred to, the amplitude deviation is in a first approximation \( a \cos \omega \tau \), but there are additional terms in \( \cos 2\omega \tau, \cos 3\omega \tau \) etc, which are responsible for the different amplitude of the second echo and for the infinite sequence of echoes.

With a cosine modification in the attenuation characteristic as given by (7.03), there will be a corresponding sine modification in the phase characteristic in accordance with (1.11). The modified transmission-

---

**Fig. 27** — Pulse echoes from cosine variation in amplitude characteristic with associated minimum phase shift variation in phase characteristic.
frequency characteristic is in this case

\[ T(i\omega) = T_0(i\omega)e^{a(\cos \omega t - i \sin \omega t)}, \]

\[ = T_0(i\omega)e^{ae^{-i\omega t}}, \]

\[ = T_0(i\omega) \left[ 1 + ae^{-i\omega t} + \frac{a^2}{2!} e^{-2i\omega t} + \frac{a^3}{3!} e^{-3i\omega t} + \cdots \right]. \] (7.12)

The modified impulse characteristics is in this case

\[ P(t) = P_0(t) + \alpha P_0(t - \tau) + \frac{\alpha^2}{2!} P_0(t - 2\tau) \]

\[ + \frac{\alpha^3}{3!} P_0(t - 3\tau) + \cdots \] (7.13)

For small values of \( \alpha \) both (7.11) and (7.13) give for the modification in the impulse characteristic resulting from a small cosine deviation in the amplitude or attenuation characteristics accompanied by changes in the phase characteristic:

\[ P(t) = P_0(t) + \alpha P_0(t - \tau). \] (7.14)

In certain applications it is convenient to regard \( P_0(t) \) as a pulse or signal applied to a transmission line and \( P(t) \) as the received pulse or signal with a cosine deviation in the amplitude characteristic of the transmission line.

In the lower part of Fig. 28 is shown the modification in the received pulses resulting from a slow pronounced cosine deviation in the amplitude characteristic shown at the top. In Fig. 29 is shown the effect of positive and negative cosine variations when the amplitude at zero frequency is held constant, a condition which may be approximated in wire systems as a result of variation in attenuation over the transmission band with temperature. Curve 1 would correspond to a 3.5 db smaller loss at the maximum frequency \( 2\omega_1 \) than at zero frequency, and curve 2 to a 6 db greater loss at the maximum frequency. It will be noticed that pulse distortion as well as the variation in the peak amplitude of the pulses is greater under the first condition, i.e. curve 1. Pulse overlaps can in both cases be avoided by a moderate increase in pulse spacing, and in the first case can be substantially reduced also by a decrease in pulse spacing.

8. FINE STRUCTURE IMPERFECTIONS IN TRANSMISSION CHARACTERISTICS

As a result of imperfections in the transmission medium and in equalization there may be fine structure departures from a nominal transmission characteristic, as illustrated in Fig. 30. They are often caused by
echoes in very long lines resulting from impedance mismatches. Fine structure deviations from a specified amplitude characteristic may in principle be represented by a cosine Fourier series, since the amplitude function is an even function of $\omega$. Thus, if the specified amplitude characteristic is $A_0(\omega)$, the actual amplitude characteristic $A(\omega)$ may be represented by an infinite cosine Fourier series as:

$$A(\omega) = A_0(\omega)[1 + a_1 \cos \omega r + a_2 \cos 2\omega r + \cdots + a_m \cos m\omega r + \cdots].$$

(8.01)
The coefficients \( a_1, a_2 \ldots a_m \ldots \) are determined in the usual manner by Fourier series analysis to represent the function

\[
 f(\omega) = \frac{A(\omega)}{A_0(\omega)} = 1 + \alpha(\omega)
\]

(8.02)

over the frequency band. If \( A_0(\omega) \) closely approaches \( A(\omega) \) the fine

Fig. 29 — Effect of slow cosine variation in amplitude characteristic when amplitude at zero frequency is held constant.
structure departures $\alpha(\omega)$ in the transmission characteristic and hence the coefficients $a_1, a_2 \cdots a_m \cdots$ will be small.

In the above representation $A_0(\omega)$ can also be regarded as the amplitude characteristic of a terminal network or as the frequency spectrum of a pulse applied to a transmission system with an amplitude characteristic $f(\omega) = 1 + \alpha(\omega)$.

In a Fourier series analysis of the deviation in the amplitude characteristic, the fundamental period of the amplitude variation would be selected so that there is one complete cycle between $-\omega_1$ and $\omega_1$, the cutoff frequency, in which case $\omega_1 \tau = \pi$ or

$$\tau = \frac{\pi}{\omega_1}.$$

This is the interval between pulse echoes when the amplitude characteristic is represented by (8.01). It is identical with the interval $\tau_1$ given by (3.02) at which pulses can be transmitted without mutual interference with a constant amplitude transmission frequency characteristic.

![A/A_0 = 1 + \alpha(\omega)](image)

**A/A_0 = 1 + \alpha(\omega)**

$A_0 = \text{NOMINAL OR IDEAL CHARACTERISTIC}$

$A = \text{ACTUAL CHARACTERISTIC}$

$\psi = \psi_0 + \beta(\omega)$
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$\omega_{\text{MAX}}$

(a) TRANSMISSION FREQUENCY CHARACTERISTIC
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$P_0 = \text{NOMINAL OR IDEAL IMPULSE CHARACTERISTIC}$

$P = \text{ACTUAL IMPULSE CHARACTERISTIC}$

$\Delta P = P - P_0$

**TIME**

(b) IMPULSE TRANSMISSION CHARACTERISTIC

Fig. 30 — Fine structure imperfections in transmission frequency characteristic and resultant prolongation of impulse characteristic.
Assume that pulses of unit peak amplitude but varying polarity are transmitted at intervals \( \tau = \tau_1 \) and consider the interference with a given pulse from all pulses. As illustrated in Fig. 31, the first preceding and following pulses will in accordance with (7.02) give rise to a pulse echo \( \pm a_1/2 \) and the second preceding and following pulses to a pulse echo \( \pm a_2/2 \) etc., where the signs of the echoes depend on the polarity of the pulses and on the signs of the coefficients \( a_1, a_2 \). The resultant intersymbol interference \( U_a(t) \) will depend on the polarity of the various

\[
U_a = \frac{a_1}{2} + \frac{a_1}{2} + \frac{a_2}{2} + \frac{a_2}{2} + \frac{a_3}{2} + \frac{a_3}{2} + \frac{a_4}{2} + \frac{a_4}{2} = a_1 + a_4
\]

Fig. 31 — Combination of pulse echoes into intersymbol interference for a particular case.
pulses and will thus vary with time. It can have any value assumed by the expression
\[ U_a(t) = \pm \frac{a_1}{2} \pm \frac{a_2}{2} \pm \frac{a_3}{2} \cdots \pm \frac{a_m}{2} \pm \frac{a_m}{2} + \cdots \]  
(8.03)

The maximum possible intersymbol interference will thus be the sum of the absolute values of the coefficients \( a_m \).
\[ \hat{U}_a = |a_1| + |a_2| + |a_3| + \cdots + |a_m| + \cdots \]  
(8.04)

In certain pulse systems, such as PAM time division systems, rms intersymbol interference is of main importance, while in others, such as PCM or telegraph systems, peak intersymbol interference is of principal interest. If the fine structure imperfections are regarded as of random nature, in the sense that they are not predictable and vary between systems having the same nominal transmission characteristics, peak intersymbol interference can be estimated from rms interference by applying a peak factor of about 4. With random variation in the amplitude of intersymbol interference, the probability of exceeding 4 times the rms value is in accordance with the normal law about \( 5 \times 10^{-5} \). Peaks in excess of 4 times the rms value will thus be so rare that they can for practical purposes be neglected.

The rms intersymbol interference is equal to the root mean square of all the different values which can be assumed by expression (8.03). This turns out to be equal to the root sum square of the amplitudes \( a_m/2 \) and \(-a_m/2\) of the pulse echoes, or
\[ U_a = \left[ \sum_{1}^{\infty} \left( \frac{a_m}{2} \right)^2 + \sum_{1}^{\infty} \left( -\frac{a_m}{2} \right)^2 \right]^{1/2} = \left( \frac{1}{2} \sum_{1}^{\infty} a_m^2 \right)^{1/2}. \]  
(8.05)

When \( a_m \) are the various coefficients in the Fourier representation of \( \alpha(\omega) \) over the frequency band from \(-\omega_1\) to \( \omega_1 \), the following relation holds.
\[ \frac{1}{2} \sum_{1}^{\infty} a_m^2 = \frac{1}{2\omega_1} \int_{-\omega_1}^{\omega_1} \alpha^2(\omega) \, d\omega = \frac{1}{\omega_1} \int_{0}^{\omega_1} \alpha^2(\omega) \, d\omega \]  
(8.06)

where \( \alpha(\omega) \) in the present case is given by (8.02) and represents the departure in the ratio \( A(\omega)/A_0(\omega) \) from unity.

With (8.06) in (8.05) the following expression is obtained for rms intersymbol interference due to amplitude deviations \( \alpha(\omega) \) not accompanied by phase deviations
\[ U_a = a \]  
(8.07)
where $g$ is the rms deviation in $\alpha(\omega)$ over the transmission band as given by

$$a = \left[ \frac{1}{\omega_1} \int_0^{\omega_1} \alpha^2(\omega) \, d\omega \right]^{1/2} \quad (8.08)$$

$$= \left[ \frac{1}{f_1} \int_0^{f_1} \alpha^2(f) \, df \right]^{1/2}$$

The rms amplitude deviation expressed in db is

$$a' = 20 \log_{10}(1 + a) \quad (8.09)$$

$\cong 8.69 \ a \ \text{when} \ a < 0.1$

A corresponding analysis can be made for fine structure imperfections in the phase characteristic. The deviation $\beta(\omega) = \psi(\omega) - \psi_0(\omega)$ from a prescribed phase characteristic $\psi_0(\omega)$ may in this case be represented by a sine Fourier series since the phase characteristic is an odd function of $\omega$:

$$\beta(\omega) = b_1 \sin \omega \tau + b_2 \sin 2\omega \tau + \cdots + b_m \sin m\omega \tau + \cdots \quad (8.10)$$

The resultant peak intersymbol interference becomes

$$U_b = |b_1| + |b_2| + \cdots + |b_m| + \cdots \quad (8.11)$$

and the rms intersymbol interference

$$U_b = \left[ \frac{1}{2} \sum_{1}^{\infty} b_m^2 \right]^{1/2} = b, \quad (8.12)$$

where $b$ is the rms phase deviation in radians as given by

$$b = \left[ \frac{1}{\omega_1} \int_0^{\omega_1} \beta^2(\omega) \, d\omega \right]^{1/2}, \quad (8.13)$$

$$= \left[ \frac{1}{f_1} \int_0^{f_1} \beta^2(f) \, df \right]^{1/2}.$$

In the above derivation, the amplitude and phase deviations were assumed independent of each other. The resultant rms intersymbol interference from both is in this case

$$U = (U_a^2 + U_b^2)^{1/2} = (a^2 + b^2)^{1/2}. \quad (8.14)$$

This relationship, applying to an ideal transmission characteristic, has been established by a different method in a paper by W. R. Bennett.
From (7.05) it will be seen that with minimum phase shift relationships a small cosine deviation of amplitude \(a_m\) in the amplitude characteristic will be accompanied by a phase deviation \(b_m = a_m\). Hence in this case (8.14) gives

\[
U = 2^{1/2} a
\]

(8.15)

This also follows when it is considered that in this case all the pulse echoes occur after the main pulse, and have amplitudes \(a_1, a_2, \ldots, a_m\). The root sum square of the amplitudes is in this case \(\sum_{1}^{\infty} a_m^2 \)\(^{1/2}\), which is greater than \(U_o\) as given by (8.05) by the factor \(2^{1/2}\).

The above analysis was based on an infinite sequence of pulse echoes, which combine to give the proper pulse distortion but may be regarded as fictitious in nature. The assumption of an infinite sequence of pulse echoes can be avoided by a different method of analysis outlined below, which does not involve the assumption that the coefficients are known from a Fourier series analysis, and furthermore, does not assume an ideal amplitude characteristic with a sharp cut-off as above.

Let \(A e^{-i\psi}\) and \(A_o e^{-i\psi_o}\) designate two transmission—frequency characteristics, where \(A, A_o, \psi\) and \(\psi_o\) are functions of \(\omega\), which for convenience is omitted in the following. The squared absolute value of the difference in the transmission frequency characteristics is then

\[
|A e^{-i\psi} - A_o e^{-i\psi_o}|^2 = A_o^2[2(1 - \cos \beta)(1 + \alpha) + \alpha^2],
\]

(8.16)

where \(\alpha = \alpha(\omega) = (A - A_o)/A_o\) represents the deviation in the ratio of the amplitude characteristics from unity and \(\beta = \beta(\omega) = \psi - \psi_o\) the deviation in the phase characteristic.

Let \(P\) and \(P_o\) designate the impulse characteristics corresponding to the above transmission frequency characteristics, and let \(\Delta P = P - P_o\). Assume that unit impulses of varying polarity are transmitted at uniform intervals \(\tau_1\). The rms value of \(\Delta P\) over the interval \(\tau_1\) in relation to the maximum amplitude \(P(0)\) of the received pulses, or the rms intersymbol interference \(U\), is then given by

\[
U = \frac{1}{P(0)} \left[ \frac{1}{\tau_1} \int_{-\infty}^{\infty} (\Delta P)^2 \, dt \right]^{1/2},
\]

\[
= \frac{1}{P(0)} \left[ \frac{1}{\tau_1} \int_{0}^{\infty} A_o^2[2(1 - \cos \beta)(1 + \alpha) + \alpha^2] \, d\omega \right]^{1/2}.
\]

(8.17)

For small values of \(\alpha\) and \(\beta\), this expression becomes

\[
U = \frac{1}{P(0)} \left[ \frac{1}{\pi \tau_1} \int_{0}^{\infty} A_o^2(\alpha^2 + \beta^2) \, d\omega \right]^{1/2}.
\]

(8.18)
If \( \alpha \) and \( \beta \) are random variables representing fine structure deviations uniformly distributed over the transmission band, it is permissible to simplify (8.18) to:

\[
U = \eta \left( \frac{1}{\omega_1 \tau_1} \right)^{1/2} (a^2 + b^2)^{1/2},
\]

where

\[
\eta = \frac{1}{\pi P(0)} \left( \omega_1 \int_0^{\omega_{\text{max}}} A_0^2 d\omega \right)^{1/2},
\]

\[
a = \left( \frac{1}{\omega_{\text{max}}} \int_0^{\omega_{\text{max}}} \alpha^2 d\omega \right)^{1/2}, \quad \text{and}
\]

\[
b = \left( \frac{1}{\omega_{\text{max}}} \int_0^{\omega_{\text{max}}} \beta^2 d\omega \right)^{1/2},
\]

where \( \omega_{\text{max}} \) is defined as in Fig. 30 and \( \omega_1 \) is the bandwidth at the half amplitude point.

For a transmission characteristic with linear phase shift, aside from small random imperfections as considered here:

\[
P(0) = \frac{1}{\pi} \int_0^{\omega_{\text{max}}} A_0 d\omega.
\]

For the particular case of a transmission characteristic with constant amplitude between \( \omega = 0 \) and \( \omega_1 = \omega_{\text{max}} \), \( \eta = 1 \). Pulses would in this case be transmitted at intervals \( \tau_1 = \pi/\omega_1 \) so that \( \pi/\omega_1 \tau_1 = 1 \) and (8.19) is identical with (8.14).

For a transmission characteristic of the type shown in Fig. 13, pulses would also be transmitted at intervals \( \tau_1 = \pi/\omega_1 \) so that \( \pi/\omega_1 \tau_1 = 1 \). In this case \( \omega_{\text{max}} = 2\omega_1 \), and evaluation of (8.20) gives \( \eta = 3^{1/2}/2 = 0.866 \). Rms intersymbol interference is thus reduced by the factor 0.866, for the same values of \( a \) and \( b \). However, these are now the rms deviations taken over a band which is twice as great as with a sharp cut-off at \( \omega_1 \).

Expressions (8.14) and (8.19) can also be applied to localized imperfections in the amplitude and phase characteristics confined to a narrow portion of the transmission band. This follows when it is considered that such deviations can be represented by Fourier series containing a large number of coefficients, so that the resultant intersymbol interference can attain a great number of different values depending on the sequence of transmitted pulses. A particular case of a localized imperfection in the amplitude characteristic in the form of a low-frequency cut-off is considered in the following section.
A low-frequency cut-off in the transmission frequency characteristic of wire systems is unavoidable with transformers as employed for increased transmission efficiency or other reasons. In single sideband frequency division systems, there is a low-frequency cut-off in individual channels caused by elimination of the carrier and part of the desired sideband. The effect of a low-frequency cut-off can be avoided by employing a symmetrical band-pass characteristic as illustrated in Fig. 16, or more generally by double sideband transmission with a two-fold increase in bandwidth as compared to a low-pass system. It can also be overcome by vestigial sideband transmission with inappreciable bandwidth penalty, but with complications in terminal instrumentation. The effect of a low-frequency cut-off can, furthermore, be reduced without frequency translation as involved in double or vestigial sideband transmission, by certain methods of shaping or transmission of pulses, as discussed in the following, and by certain methods of compensation at the receiving end or at points of pulse regeneration not considered here.

The nature of the pulse distortion resulting from a low-frequency cut-off is illustrated in Fig. 32. If the phase characteristic is assumed linear, the amplitude characteristic may be regarded as made up of two components, in accordance with the following identity:

\[ A(\omega) = A_0(\omega) + [A(\omega) - A_0(\omega)], \]  

(9.01)

where \( A_0(\omega) \) is the amplitude characteristic without a low-frequency cut-off and \( [A(\omega) - A_0(\omega)] \) a supplementary characteristic of negative amplitude, as indicated in Fig. 32.

The impulse characteristic may correspondingly be written

\[ P(t) = P_0(t) + [P(t) - P_0(t)]. \]  

(9.02)

If the cut-off is confined to rather low frequencies, the impulse characteristic \( \Delta P(t) = P(t) - P_0(t) \) will extend over time intervals substantially longer than the duration of \( P_0(t) \) or the interval at which pulses are transmitted. The total area under the resultant pulse is always zero.

When a sufficiently long sequence of pulses of one polarity is transmitted, the cumulative effect of the pulse overlaps resulting from the modification \( P(t) - P_0(t) \) in the impulse characteristic will be a displacement of the received pulse train, as illustrated in Fig. 33 for various intervals between the pulses. This apparent displacement of the zero line, often referred to as “zero wander,” will reduce the margin for dis-
tinction between the presence and absence of pulses in a random pulse train. In the particular case when pulses are transmitted at the minimum interval $\tau_1 = 1/2f_1$ possible without intersymbol interference in the absence of a low-frequency cut-off, the pulse train will ultimately vanish when an infinite sequence of pulses of one polarity is transmitted, as illustrated for the last case in Fig. 33.

The number of pulses of one polarity, or nearly all of the same polarity, which can be transmitted before the limiting condition illustrated in Fig. 33 is approached depends on the extent of the low-frequency cut-off. If the low-frequency cut-off is inappreciable, this number may be sufficiently great so that the probability of encountering such a sequence in a random pulse train and resultant errors in reception may be so small that it can be disregarded. The requirement of the low-frequency cut-off which is necessary to this end is evaluated below for pulses transmitted at intervals $\tau_1 = 1/2f_1$.

Fig. 32 — Separation of low-frequency cut-off components $A-A_0$ and $P-P_0$ in transmission frequency and impulse characteristics.
If it is assumed that positive and negative impulses are applied at random to the transmission systems at intervals $\tau_1$, the rms intersymbol interference resulting from a low-frequency cut-off can be evaluated by essentially the same method as employed in Section 8 for fine structure imperfections in the transmission characteristic, provided $\omega_0$ is much smaller than $\omega_1$. On this basis, rms intersymbol interference in relation to the peak amplitude $P_0(0)$ of the pulses in the absence of a low-frequency cut-off becomes:

$$U = \frac{1}{P_0(0)} \left( \frac{1}{\tau_1} \int_{-\infty}^{\infty} [P(t) - P_0(t)]^2 \, dt \right)^{1/2},$$  \hspace{1cm} (9.03)

$$= \frac{1}{P_0(0)} \left( \frac{1}{\pi \tau_1} \int_{0}^{\infty} [A(\omega) - A_0(\omega)]^2 \, d\omega \right)^{1/2}. \hspace{1cm} (9.04)$$

For a transmission characteristic with linear phase shift

$$P_0(0) = \frac{1}{\pi} \int_{0}^{\infty} A_0(\omega) \, d\omega. \hspace{1cm} (9.05)$$
For the particular case of sharp cut-offs at $\omega_0$ and $\omega_1$

\[ A_0(\omega) = 1 \quad 0 < \omega < \omega_1, \]
\[ A(\omega) - A_0(\omega) = -1 \quad 0 < \omega < \omega_0, \text{ and} \]
\[ P_0(0) = \omega_1/\pi \quad \tau_1 = \pi/\omega_1, \]

and

\[ U = \frac{\pi}{\omega_1} \left( \frac{\omega_1 \omega_0}{\pi^2} \right)^{1/2} = \left( \frac{\omega_0}{\omega_1} \right)^{1/2}. \] (9.06)

It will be noticed that the same result is obtained from (8.07) with the amplitude deviation $\alpha = [A(\omega) - A_0(\omega)] = -1$ between 0 and $\omega_0$.

In actual systems, the low-frequency cut-off will be gradual between $\omega = 0$ and $\omega_0$, rather than abrupt as assumed above. With a linear variation in the amplitude characteristic between 0 and $\omega_0$, $A(\omega) - A_0(\omega) = (-1 + \omega/\omega_0)A_0(0)$ and $U = (\omega_0/3\omega_1)^{1/2}$.

If a sufficient number of pulses of one polarity is transmitted in succession at intervals $\tau_1 = 1/2f_1$ the received pulses will as noted before in the limit be reduced to zero amplitude by the low-frequency cut-off. The maximum pulse distortion resulting from pulse overlaps when a train of pulses as transmitted is thus equal and opposite to the amplitude $P_0(0)$ of the received pulses in the absence of a low-frequency cut-off, so that peak intersymbol interference $\overline{U} = -1$. If rms intersymbol interference is held at one-quarter the peak value, i.e., $\overline{U} = 0.25$, the probability of encountering the maximum tolerable intersymbol interference and resultant errors in reception is low enough to be disregarded. On this basis the ratio $\omega_0/\omega_1$ would in accordance with (9.06) have to be less than 0.0625. Actually a substantially smaller ratio would be required because of intersymbol interference from other imperfections in the transmission characteristic and noise. Furthermore, a low-frequency cut-off will be accompanied by phase distortion at the low end of the transmission band, disregarded in the above evaluation. The requirements imposed on the low-frequency cut-off will thus be rather severe for a pulse system as assumed above in which random sequences of pulses are transmitted at intervals $\tau_1 = 1/2f_1$. Two pulse amplitudes were assumed above, and with a greater number of amplitudes the requirements would be more severe.

From Fig. 33 it is evident that the effect of a low-frequency cut-off on a received pulse train can be reduced by transmitting pulses at longer intervals than $\tau_1 = 1/2f_1$ considered above. For example, with a two-fold
increase in the pulse interval, as represented by the second case in Fig. 33, the maximum displacement of the zero line would be half the peak amplitude of the pulses. There would then be a 50 per cent reduction in the margin for distinction between the presence and absence of a pulse in a random pulse train, rather than a complete elimination of the margin for an infinite train of pulses of the same polarity transmitted at intervals $\tau_1 = 1/2f_1$. This improvement would be achieved at the expense of a two-fold increase in bandwidth for a given pulse transmission rate. A further improvement, for the same two-fold increase in bandwidth, can be achieved by "dipulse" transmission, as discussed below.

In dipulse transmission a positive pulse followed by a negative pulse in the next pulse position would be transmitted to indicate "on," and a negative pulse followed by a positive pulse to indicate "off," as indicated in Fig. 34. There will then be a substantial reduction in the pulse

![Diagram of pulse trains](image)

(a) Pulse train with positive and negative impulses

(b) Pulse train with positive and negative dipulses

(c) Pulse train (a) reversed and delayed by one pulse interval

(d) Dicode transmission (a)+(c)

The pulses and zeros in the received pulse train (d) have the following relations to the original pulses (a):

1. Positive and negative pulses in (d) represent corresponding pulses in (a).
2. Points on pulse train in (d) represent a repetition of previous pulse, as indicated by dashed lines.

Fig. 34 — Dipulse and dicode pulse transmission methods.
overlaps resulting from a low-frequency cut-off, as illustrated in Fig. 35, and in peak intersymbol interference.

If \( \Delta P(t) = P(t) - P_0(t) \) is the modification in the impulse characteristic shown in Fig. 32, the modification in the dipulse transmission characteristic resulting from a low-frequency cut-off becomes

\[
\Delta t P(t) = \Delta P(t) - \Delta P(t - \tau_1),
\]

(9.07)

where \( \tau_1 \) is the interval between the positive and negative dipulse components.

The difference given by (9.07) represents the differential in the curve \( P(t) - P_0(t) \) shown in Fig. 32 over an interval \( \tau_1 \). It can be shown that the maximum cumulative effect or peak intersymbol interference for a long pulse train is represented by the sum of the differentials given by (9.07) and is approximately equal to

\[
\hat{O} \equiv \Delta P(\tau_1) = P(\tau_1) - P_0(\tau_1).
\]

(9.08)

As an example, if the shape of \( A - A_0 \) in Fig. 32 were about the same as that of \( A_0 \), \( \Delta P(t) \) would have the same shape as \( P_0(t) \) but would be lower in peak amplitude by the factor \( f_0 / f_1 \) and would have the time scale increased by the factor \( f_1 / f_0 \). Peak intersymbol interference as

Fig. 35 — Low-frequency cut-off effects \( \Delta P(t) \) and \( \Delta P(t - \tau_1) \) for positive and negative pulses and resultant effect \( \Delta t P(t) = \Delta P(t) - \Delta P(t - \tau_1) \) for a dipulse.
obtained from (9.08) would then be about $\bar{U} = f_0/f_1$ and thus in the order of 10 per cent of the peak pulse amplitude for $f_0/f_1 = 0.10$.

The bandwidth penalty incurred in dipulse transmission can be avoided by transmitting two identical pulse trains, one of which is delayed by one pulse interval and reversed in polarity with respect to the other.* The combined pulse train will then be as indicated in Fig. 34, and one or the other of the two original component pulse trains can be restored at the receiving end by suitable conversion equipment. In the combined pulse train, a pulse of one polarity is always followed by a pulse of opposite polarity, but not necessarily in the next pulse position. For this reason the low-frequency cut-off compensation with the above method of "dicode" transmission is not quite as effective as with dipulse transmission. Furthermore, since it is necessary to distinguish between three pulse amplitudes (1, 0, −1), in the received pulse train, the maximum tolerable pulse distortion in relation to the peak pulse amplitude is only half as great as with two pulse amplitudes (1, −1) in an ordinary code.

10. TRANSMISSION DISTORTION FROM BAND-EDGE PHASE DEVIATIONS

In pulse transmission systems where phase equalization is employed, it may be impracticable or unnecessary to equalize over the entire transmission band. There will then be residual phase distortion near the band-edges, as indicated in Fig. 36. This type of phase deviation will give rise to pulse distortion extending over appreciable time intervals if the band-edge phase deviations are large, as indicated in the above figure, for the reason that the frequency components outside the linear phase range will be received with increased transmission delay. Evaluation of the pulse shape is in this case a rather elaborate procedure, but rms pulse distortion or intersymbol interference resulting from such phase distortion can readily be determined as outlined below. In certain pulse modulation systems, such as PAM time division systems, rms intersymbol interference is of principal interest. In other systems where peak intersymbol interference is controlling, it may usually be estimated with engineering accuracy by applying a peak factor.

When the pulse shape is known, peak intersymbol interference may be determined by methods outlined in Section 13. Comparison of peak intersymbol interference evaluated in this manner with rms pulse distortion, for some cases in which the pulse shapes in the presence of phase

*L. A. Meacham originally proposed this method is an unpublished memorandum.
distortion were determined, indicates that the peak factor is about 3 when phase distortion is appreciable and the pulses are substantially prolonged in duration.

Returning to equation (8.17) and assuming $\alpha = 0$, the following relationship is obtained for rms intersymbol interference due to phase deviations

$$U = \frac{1}{P(0)} \left( \frac{1}{\pi T_1} \right)^{1/2} \left[ \int_0^{\infty} 2A_0^2(1 - \cos \beta) d\omega \right]^{1/2}, \quad (10.01)$$

where $\beta = \beta(\omega)$ is the deviation from a linear phase characteristic.

For transmission systems with a linear phase shift, the peak amplitude of the pulses is given by (8.23) and with this relation in (10.01)

$$U = \left( \frac{\pi}{\omega_1 T_1} \right)^{1/2} \lambda, \quad (10.02)$$

where

$$\lambda = \left[ \omega_1 \int_0^{\omega_{\max}} 2A_0^2(1 - \cos \beta) d\omega \right]^{1/2} \left/ \left[ \int_0^{\omega_{\max}} A_0 d\omega \right] \right.. \quad (10.03)$$

Fig. 36 — Pulse distortion from band-edge phase deviation for particular case of linear band-edge delay distortion.
Fig. 37 — Constant amplitude characteristic with band-edge phase distortion.

If there is no phase distortion, i.e., $\beta = 0$, between $\omega = 0$ and $\omega'$, equation (10.03) becomes

$$
\lambda = \left[ \omega_1 \int_{\omega'}^{\omega_{\text{max}}} 2A_0^2(1 - \cos \beta \, d\omega)^{1/2} \right] \left[ \int_{0}^{\omega_{\text{max}}} A_0 \, d\omega \right]. \quad (10.04)
$$

As an example, consider a parabolic deviation from a linear phase characteristic between $\omega'$ and $\omega_{\text{max}}$, in which case delay distortion would vary linearly in this band, as indicated in Fig. 37 for a constant amplitude characteristic for which $\omega_{\text{max}} = \omega_1$. In this case

$$
\beta = \beta_1 \left( \frac{\omega - \omega'}{\omega_1 - \omega'} \right)^2, \quad (10.05)
$$

where $\beta_1$ is the maximum phase deviation, obtained for $\omega = \omega_1$.

Equation (10.04) in the above case becomes:

$$
\lambda^2 = \frac{2}{\omega_1} \int_{\omega'}^{\omega_1} \left[ 1 - \cos \beta_1 \left( \frac{\omega - \omega'}{\omega_1 - \omega'} \right)^2 \right] d\omega,
$$

$$
= \frac{2(\omega_1 - \omega')}{\omega_1} \left[ 1 - \beta_1^{-1/2} \int_0^{\beta_1^{1/2}} \cos u^2 \, du \right], \quad (10.06)
$$

$$
= \frac{2(\omega_1 - \omega')}{\omega_1} \left[ 1 - \frac{1}{2} \left( \frac{\pi}{2\beta_1} \right)^{1/2} (R + X) \right],
$$

where $R + iX = \text{erf} \left( \beta_1^{1/2} e^{ir/2} \right)$ in which $\text{erf}$ is the error function.

For a constant amplitude transmission characteristic as assumed above, $(\pi/\omega_1 \tau_1) = 1$, so that (10.02) becomes $U = \lambda$, which may also
be written:

\[
\bar{U} = \left(\frac{\omega_1 - \omega}{\omega_1}\right)^{1/2} F(\beta_1), \quad \text{and} \quad (10.07)
\]

\[
F(\beta_1) = 2^{1/2} \left[ 1 - \frac{1}{2} \left( \frac{\pi}{2\beta_1} \right)^{1/2} (R + X) \right]^{1/2}. \quad (10.08)
\]

For various values of the maximum phase deviation \(\beta_1\) in radians the function \(F\) becomes:

<table>
<thead>
<tr>
<th>(\beta_1)</th>
<th>0</th>
<th>0.25</th>
<th>1</th>
<th>4</th>
<th>(\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F)</td>
<td>0</td>
<td>0.14</td>
<td>0.43</td>
<td>1.24</td>
<td>1.42</td>
</tr>
</tbody>
</table>

If, for example, phase distortion were confined to 10 per cent of the transmission band, then \((\omega_1 - \omega')/\omega_1 = 0.1\). For a maximum phase deviation of 1 radian at the edge of the transmission band, \(F = 0.43\) and \(\bar{U} = 0.135\). For a maximum phase distortion of 4 radians, \(F = 1.24\) and \(\bar{U} = 0.39\). Since peak intersymbol interference may exceed the above rms values by a factor of about 3, and the maximum tolerable peak intersymbol interference in a system employing two pulse amplitudes would be less than 1, it is evident that band-edge phase deviations must be held at rather small values, less than about 3 radians, in the upper 10 per cent of the transmission band.

The above severe tolerances on band-edge phase distortion can be overcome by employing a transmission frequency characteristic of the type shown in Fig. 36 and previously discussed in Section 5. If the phase characteristic is linear between \(\omega = 0\) and \(\omega_1\), and phase distortion between \(\omega_1\) and \(2\omega_1\) varies as

\[
\beta = \beta_1 \left( \frac{\omega - \omega_1}{2\omega_1 - \omega_1} \right)^2 = \beta_1 \left( 1 - \frac{\omega}{\omega_1} \right)^2, \quad (10.09)
\]
equation (10.04) can be written

\[
\chi^2 = \frac{1}{\omega_1} \int_{\omega_1}^{2\omega_1} \left( 1 + \cos \frac{\pi \omega}{2\omega_1} \right)^2 \left[ 1 - \cos \beta_1 \left( 1 - \frac{\omega}{\omega_1} \right)^2 \right] d\omega,
\]

\[
= \int_0^1 \left( 1 - \sin \frac{\pi}{2} u \right)^2 (1 - \cos \beta_1 u^2) du. \quad (10.10)
\]

Pulses may also in this case be transmitted at intervals \(\tau_1 = \pi/\omega_1\) without intersymbol interference in the absence of phase distortion, so
that (10.02) becomes \( U = \lambda \) or

\[
U = \left[ \frac{1}{2} \int_0^1 \left( 1 - \sin \frac{\pi}{2} u \right)^2 \left( 1 - \cos \beta_1 u^2 \right) du \right]^{1/2}.
\] (10.11)

The maximum delay distortion at the edge of the transmission band, i.e., \( \omega = 2\omega_1 \), is \( d_{\text{max}} = 2\beta_1/\omega_1 \). The product of this delay distortion with the maximum frequency \( f_{\text{max}} = 2f_1 \) is \( d_{\text{max}}f_{\text{max}} = 2\beta_1/\pi \). For various values of maximum phase distortion \( \beta_1 \) and the corresponding product \( d_{\text{max}}f_{\text{max}} \), the following values of rms intersymbol interference are obtained by numerical integration of (10.11). (This integral can be expressed in terms of a number of Fresnel integrals, but numerical integration is simpler and sufficiently accurate for the present purpose.)

<table>
<thead>
<tr>
<th>( \beta_1 )</th>
<th>( \pi )</th>
<th>( 2\pi )</th>
<th>( 4\pi )</th>
<th>( \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_{\text{max}}f_{\text{max}} )</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>( \infty )</td>
</tr>
<tr>
<td>( U )</td>
<td>0.070</td>
<td>0.120</td>
<td>0.185</td>
<td>0.330</td>
</tr>
</tbody>
</table>

The particular case \( d_{\text{max}}f_{\text{max}} = 8 \) is similar to that shown in Fig. 36, except that this figure applies to a Gaussian characteristic, for which the amplitude at \( \omega = \omega_1 \) has been taken as 0.32 rather than 0.5 in the case considered here. For this reason rms intersymbol interference from phase distortion would be greater in the present case.

Fig. 38 — Typical transmission frequency characteristic with phase equalization over 50 per cent of transmission band.
Peak intersymbol interference may exceed the above rms values by a factor of about 3. In a system employing two pulse amplitudes (1 and -1), the maximum tolerable intersymbol interference is 1. This value would thus be attained in the above case for $d_{\text{max}}f_{\text{max}} = \infty$. Hence, in a system employing two pulse amplitudes, and in the absence of noise and intersymbol interference from other sources, there would be no limitation on phase distortion for $\omega > \omega_1$, provided the phase characteristic is linear between $\omega = 0$ and $\omega_1$.

11. BAND-PASS CHARACTERISTICS WITH LINEAR DELAY DISTORTION

In Fig. 39 is shown a transmission frequency characteristic together with an assumed delay distortion $d\psi/d\omega$. When a portion of the transmission band is employed for pulse transmission, as for example in pulse signalling, data or telegraph transmission over portion of a voice channel, there may be an appreciable component of substantially linear delay distortion, as indicated in the above figure. The departure from a linear variation can usually be approximated by a cosine variation in delay, and the system can then be regarded as made up of two components in tandem, one with linear the other with cosine variation in delay. The effect of the latter can be evaluated by the methods outlined in Section 6, and the effect of a linear variation by methods established in this section.

In Fig. 40 is shown a symmetrical amplitude characteristic with linear delay distortion over the transmission band. Phase distortion with respect to the midband frequency is in this case

$$\Psi(u) = \beta u^2 \quad \text{and} \quad \Psi(-u) = \beta u^2,$$  \hspace{1cm} (11.01)
and delay distortion
\[ d\Psi(u)/du = 2\beta u, \quad d\Psi(-u)/du = -2\beta u. \] (11.02)
(The symbol \( \beta \), together with \( \alpha, \eta, a \) and \( b \) used later in this section do not have the same meaning as in earlier sections.) With (11.01) in (2.10) and (2.11), the in-phase and quadrature components in (2.09) become

\[
\begin{align*}
R_- + R_+ &= \frac{2\delta}{\pi} \int_0^\infty \alpha(u) \cos ut \cos \beta u^2, \quad \text{and} \\
Q_- + Q_+ &= \frac{2\delta}{\pi} \int_0^\infty \alpha(u) \cos ut \sin \beta u^2.
\end{align*}
\] (11.03)

The in-phase and quadrature components can accordingly be identified with the real and the negative imaginary component of the integral

\[ J = \frac{2\delta}{\pi} \int_0^\infty \alpha(u) \cos ut e^{-i\beta u^2} du. \] (11.04)

The solution of this integral is rather simple for the particular case of a Gaussian transmission characteristic

\[ \alpha(u) = e^{-\alpha u^2}, \] (11.05)
in which case

\[ J = \frac{2\delta}{\pi} \int_0^\infty e^{-(\alpha+i\beta)u^2} \cos ut \, du, \] (11.06)

\[ = \frac{\delta}{\pi(\alpha + i\beta)^{1/2}} e^{-\frac{t^2}{4(\alpha + i\beta)}}. \]

Fig. 40 — Symmetrical band-pass amplitude characteristic with linear delay distortion.
The real and negative imaginary components of this expression are

\[ R_- + R_+ = 2\delta \frac{c}{\pi} e^{-\sigma t^2} \cos(\Theta - bt^2), \quad \text{and} \]

\[ Q_- - Q_+ = 2\delta \frac{c}{\pi} e^{-\sigma t^2} \sin(\Theta - bt^2), \]

where

\[ a = \frac{\alpha}{4(\alpha^2 + \beta^2)} \quad b = \frac{\beta}{4(\alpha^2 + \beta^2)} \quad c = (\alpha^2 + \beta^2)^{1/2} \]

\[ \tan 2\Theta = \beta/\alpha = b/a \]

The impulse characteristic obtained with (11.07) in (2.09) becomes

\[ P(t) = 2\delta \frac{c}{\pi} e^{-\sigma t^2} [\cos(\omega_r t - \psi_r) \cos(\Theta - bt^2) \]

\[ + \sin(\omega_r t - \psi_r) \sin(\Theta - bt^2)]. \]

From (11.08) it is seen that the envelope is

\[ \overline{P}(t) = 2\delta \frac{c}{\pi} e^{-\sigma t^2}. \]

The peak of the envelope obtained with \( t = 0 \) is smaller than without delay distortion (\( \beta = 0 \)) by the factor

\[ \eta = \frac{1}{\sqrt{1 + (\beta/\alpha)^2}}. \]

The constant \( a \) is smaller than without delay distortion by the factor \( \eta^4 \). If \( t_0 \) designates the time required for the instantaneous amplitude of a pulse to decay from its peak to a given value without delay distortion, the time \( t_1 \) to reach the same amplitude with delay distortion is

\[ t_1 = t_0/\eta^2 = t_0[1 + (\beta/\alpha)^2]^{1/2}. \]

If \( \omega_{\text{max}} \) indicates the frequency at the 40 db down point on the transmission frequency characteristic, \( \alpha \omega_{\text{max}}^2 = 4.6 \). The corresponding delay distortion is \( d_{\text{max}} = 2\omega_{\text{max}}^2 \). Thus \( \beta/\alpha = .68 \) \( d_{\text{max}} f_{\text{max}} \) so that (11.11) becomes:

\[ t_1 = t_0[1 + 0.46 (d_{\text{max}} f_{\text{max}})^2]^{1/2}. \]
trated in Fig. 41. For a specified pulse overlap or intersymbol interference
the pulse spacing must accordingly be increased by the factor \( t_1/t_0 \), so
that for a given transmission performance the transmission capacity is
reduced by the factor \( t_0/t_1 \). About the same effect would be expected for
other pulse shapes or amplitude characteristics resembling the Gaussian
shape assumed in the above derivation.

Comparison of (11.08) with (2.13) shows that the function \( \varphi(t) \) with
respect to the midband frequency is

\[
\varphi(t) = \theta - b t^2.
\]  

(11.13)

If the reference or carrier frequency is displaced from the midband by

\[
t_1 = t_0 \left[ 1 + 0.46 \left( \frac{d_{\text{MAX}}}{f_{\text{MAX}}} \right)^2 \right]^{\frac{1}{2}}
\]

\( f_{\text{MAX}} \) = FREQUENCY FROM MIDBAND AT WHICH AMPLITUDE OF TRANSMISSION
FREQUENCY CHARACTERISTIC IS REDUCED 40 DECIBELS
\( d_{\text{MAX}} \) = DELAY DISTORTION AT \( f_{\text{MAX}} \) IN SECONDS

Fig. 41 — Lengthening of impulse envelope by linear delay distortion for
Gaussian transmission characteristic.
\( \omega_p \), the in-phase and quadrative components are in accordance with (2.18)

\[
R_-' + R_+ = \cos (\theta - bt^2 + \omega_p t - \psi_v) \bar{P}(t), \quad \text{and}
\]

\[
Q_-' - Q_+ = \sin (\theta - bt^2 + \omega_p t - \psi_v) \bar{P}(t),
\]

where \( \psi_v = \beta \omega_p^2 \) and \( \bar{P}(t) \) is given by (11.09).
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